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Abstract—TIn this paper, we study the validity and limitations of
the additive white Gaussian noise (AWGN) model in quasi-linear,
long-haul, return-to-zero, direct-detection optical fiber commu-
nications systems. Qur approach is to compare bit-error ratios
(BERs) computed using the additive white Gaussian noise method
to those obtained using standard and multicanonical Monte Carlo
(MMC) simulations and to a noise-linearization method, referred
to as the noise covariance matrix (NCM) method. We show that
the AWGN method provides a very good approximation to the
actual system BER for power levels and dispersion profiles that
are used in typical modern-day quasi-linear systems. For example,
the BER obtained using the AWGN method is within a factor of 4
of the actual system BER computed using MMC simulations for a
realistic 10 Gb/s, 6000 km system based on dispersion-shifted fiber
in which the peak signal power at the transmitter is 1 mW and the
absolute residual dispersion at the receiver is less than 200 ps/nm.
However, when the peak power is increased to about 4 mW, or
the average map dispersion is zero and the absolute residual
dispersion exceeds 200 ps/nm, the AWGN and NCM methods may
simultaneously breakdown due to a combination of nonlinear
signal-noise and noise-noise interactions during transmission. In
addition, for a 5000 km system based on low-nonlinearity D_
and D_ fiber with an average map dispersion that is 4% of the
dispersion variation within the map, and that operates at a peak
power of 5 mW, we find that the BERs obtained using the AWGN
and NCM methods are about 500 times smaller than the actual
system BER computed using MMC simulations.

Index Terms—Amplifier noise, Monte Carlo methods, optical
fiber communication, optical Kerr effect.

I. INTRODUCTION

HE purpose of this paper is to study the validity of
T the additive white Gaussian noise (AWGN) model in
quasi-linear, long-haul, return-to-zero (RZ), direct-detection
optical fiber communications systems. With the AWGN model
[1], the noise-free signal is propagated through the optical
fibers independently of the noise and combined with AWGN in
the square-law photodetector at the receiver. Consequently, the
model ignores any nonlinear interactions involving the noise
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during fiber propagation. In particular, it ignores any para-
metric gain of the noise due to its nonlinear interaction with the
signal. Although the AWGN model is widely used in the design
and performance evaluation of optical fiber communications
systems, there is no literature reporting on a comprehensive
validation of the model.

Parametric gain has been widely studied in the context of op-
tical fiber communications, both experimentally and using mod-
eling, analysis, and simulation. Parametric gain is a four-wave
mixing process in optical fiber in which energy is transferred
from the signal to the amplified spontaneous emission (ASE)
noise that is produced by optical amplifiers [2]. This process re-
sults in broadening and coloring of the power spectrum of the
optical noise and is most efficient when the chromatic dispersion
is close to zero. Chromatic dispersion converts the phase noise
generated by the parametric gain process into amplitude noise.
In direct-detection systems, this amplitude noise causes fluctu-
ations in the received electrical current that can be statistically
different from those due to additive white Gaussian noise. Con-
sequently, parametric gain can potentially result in a different
bit-error ratio (BER) than would be predicted by the AWGN
model.

Hui er al. [3], [4] developed a model for parametric gain
in which they assumed a continuous-wave (CW) signal. By
linearizing the propagation of the noise about the analytically
known evolution of the CW signal, they were able to calculate
the optical power spectrum of the noise as well as the relative
intensity noise spectrum after the square-law photodetector.
At each frequency, the relative intensity noise quantifies the
amount by which parametric gain changes the noise power
after the photodetector relative to that predicted by the AWGN
model. Hui et al. used their model to show that the amount
of postdispersion compensation has a significant effect on
the relative intensity noise spectrum. This model has been
experimentally verified [4]-[6] and widely adapted and used.

In similar approaches to that of Hui, Carena et al. [7] and
Bosco et al. [8], [9] separated the noise in each frequency into
a component that is inphase with the CW signal together with a
quadrature component. Due to the parametric gain process, the
inphase and quadrature components of the noise grow at dif-
ferent rates during propagation and cross correlations can be
introduced between the two components. In a direct-detection
receiver, the signal beats only with the inphase component of
the noise and is independent of the quadrature component. De-
pending on the details of the dispersion profile, it is possible to
decrease the inphase noise component relative to the quadrature
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component, which can result in a decrease in the BER relative to
that predicted by the AWGN model. This phenomenon, which is
called noise squeezing, has been observed experimentally [10].

Holzlohner et al. [11]-[13] generalized these CW-lineariza-
tion methods to the case of an arbitrary, data-modulated signal.
Since the method involves the propagation of the covariance
matrix of the ASE noise through the transmission system
using a linearization about the signal, we will refer to it as the
noise covariance matrix (NCM) method. The NCM method
was successfully applied to a single-channel, highly nonlinear
dispersion-managed soliton system for which the AWGN
model is not valid. It has also been adapted and applied to
model quasi-linear wavelength-division multiplexed (WDM)
RZ systems [13], [14].

Serena et al. [15], [16] showed that the linearization methods
discussed earlier can breakdown when the average signal power
is larger than about 5 dBm, and the optical signal-to-noise ratio
(OSNR) is smaller than about 15 dB in long-haul systems that
are more than several hundred kilometers in length. In these
situations, the inphase noise power spectral density is larger
near the central frequency of the channel than is predicted by
the linearization models. In the case of a CW signal, Serena
et al. corrected for this deficiency by adding quadratic terms
in the noise into the linearized frequency-domain noise prop-
agation equation. By deriving an analytical formula in the case
that the residual dispersion is zero, they showed that the inphase
ASE noise power spectral density at the central frequency of the
channel is inversely proportional to the OSNR and is directly
proportional to the fourth power of the average received non-
linear phase [16]. Therefore, it grows rapidly once the signal
power exceeds a threshold value that they derive. They demon-
strated that the noise inflation near the central frequency has a
significant effect on long-haul nonreturn-to-zero (NRZ) systems
employing forward error correction. Recently, Secondini et al.
[17] developed a promising combined regular-logarithmic per-
turbation method that also retains quadratic noise terms but as
in Serena’s work assumes a CW signal.

Although a great deal of effort has gone into modeling and
clarifying the physical consequences of the parametric gain,
little work has been reported that studies the degree to which
parametric gain actually affects the BER in realistic commu-
nications systems. A notable exception is the work of Serena
et al. on NRZ systems [16]. Put another way, it is important to
understand when the widely used AWGN model is valid and to
explore its limitations. In this paper, we report on a systematic
study to determine the accuracy with which the AWGN model
computes the BER for realistic quasi-linear, long-haul, RZ, di-
rect-detection systems. Our approach is to compare the results
obtained using the AWGN method to those obtained using stan-
dard Monte Carlo (StdMC) and multicanonical Monte Carlo
(MMC) simulations [18]-[21] and with the NCM method. The
AWGN and NCM methods incorporate a receiver model that
accurately computes the probability density functions (pdfs) of
the received current in each bit using Karhunen-Loéve expan-
sions as in [11], [22], [23]. MMC simulations are crucial to our
study as they enable the BER to be accurately computed using
a realistic system model.

3325

Briefly, our conclusion is that the AWGN method provides
a very good approximation to the actual system BER for
power levels and dispersion profiles that are used in typical
modern-day quasi-linear systems. Specifically, we show that the
BERs obtained using the AWGN and NCM methods are within
a factor of 4 of the actual system BER computed using MMC
simulations for a realistic 10 Gb/s, 6000 km system based on
dispersion-shifted fiber (DSF) in which the peak signal power
at the transmitter is 1| mW and the absolute residual dispersion
at the receiver is less than 200 ps/nm. However, when the
peak power is increased to about 4 mW, or the average map
dispersion is zero and the absolute residual dispersion exceeds
200 ps/nm, the AWGN and NCM methods may simultaneously
breakdown due to the combination of nonlinear signal-noise
and noise—noise interactions. In addition, for a 5000 km system
based on low-nonlinearity D and D_ fiber with an average
map dispersion that is 4% of the dispersion variation within
the map, and which operates at a peak power of 5 mW, we find
that the BERs obtained using the AWGN and NCM methods
are about 500 times smaller than the actual system BER com-
puted using MMC simulations. We ascribe the breakdown in
the AWGN and NCM methods to the noise inflation process
described by Serena et al. and observe that when the peak
power is about 4 mW, the noise inflation can affect the system
performance even when the average dispersion is far from zero.

II. NOISE MODELS

In this section, we review the four methods—two determin-
istic and two stochastic—that we used to calculate the BER due
to the interaction between signal and noise during transmission
and in the receiver. The deterministic methods that we used are
the AWGN and the NCM methods. Although they do not suffer
from stochastic uncertainty, these two methods do not include
all possible interactions between signal and noise during trans-
mission. On the other hand, the two stochastic methods, namely,
the MMC and StdMC methods, can model all possible interac-
tions involving the signal and the noise but typically at the cost
of a significant increase in computational time.

In all the four methods, we modeled the propagation of light
through optical fibers using the scalar generalized nonlinear
Schrodinger (NLS) equation including fiber loss, chromatic
and third-order dispersion, and the Kerr nonlinearity. We nu-
merically solved the NLS equation using the Fourier split-step
method and adaptively controlled the step sizes using either the
third-order local error or walk-off criterion [24].

We made several simplifications, none of which should af-
fect our conclusions. First, we modeled the optical amplifiers
using a simple fixed-gain model, rather than using a more re-
alistic gain-saturated amplifier model. In addition, we assumed
that the amplifier gain is flat across the simulated bandwidth
of the channel. Second, we did not include polarization effects
and we chose the noise to be scalar rather than vector-valued,
that is we assumed that the signal and noise are both polarized
and that their polarization states are the same. As a consequence
our model does not include the noise that is added orthogonal
to the signal in Jones space and does not account for any de-
polarization of the signal due to polarization-mode dispersion.
Although the system performance computed using any of the
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four noise models is somewhat better under this assumption than
without it, the relative difference between the BERs computed
using the AWGN method and any of the other three methods
is greater under our assumption than without it because non-
linear interactions between orthogonal polarization states are
weaker than those within a given polarization state [2], [25].
Consequently, this assumption does not affect our overall con-
clusion that the AWGN model is valid in typical modern-day
quasi-linear systems. Finally, rather than modeling all or sev-
eral channels of a WDM system, we restricted our attention
to modeling a single channel of a WDM system. We limited
ourselves to single-channel simulations since MMC simulations
of WDM systems are very time consuming and because inter-
channel nonlinear signal-noise interactions are much less sig-
nificant than intrachannel interactions. Moreover, nonlinear in-
terchannel signal-signal interactions usually become important
at lower powers than nonlinear intrachannel signal-noise inter-
actions [26]. Single-channel simulations allowed us to focus on
signal-noise and noise—noise interactions.

A. Deterministic Models

In both the AWGN and NCM methods, we express the signal
as the sum of a noise-free signal and noise. In both methods, we
ignore any nonlinear effect that the noise has on the noise-free
signal in the optical fiber and propagate the noise-free signal
through the fibers by numerically solving the NLS equation.

In the AWGN method ([1], 8.6.4), we model the noise-free
signal using a full time-domain representation, u. We ignore
all nonlinear effects that the noise-free signal has on the noise.
Therefore, since we are also ignoring all polarization effects and
we are assuming that the amplifier gain is flat, we can charac-
terize the noise by the noise spectral density, Nasg. The noise-
free signal is initialized at the transmitter using the binary data
sequence and the optical pulse shape, and the noise spectral den-
sity is initially set to Nasg = 0. If, as is done here, we ignore
gain saturation effects in the optical amplifiers, the noise-free
signal and the noise spectral density can be independently prop-
agated through the transmission system. The noise-free signal is
propagated through each fiber span by numerically solving the
NLS equation, and at each optical amplifier, u°*t = \/aui“,
where G is the linear power gain. Within each fiber span, the
noise undergoes loss so that Nt = LN, where L is the
total linear power loss in the span. In each amplifier, N33} =
G K‘SE~|— (G—1)ng,hw, where n, is the spontaneous emission
factor, h is Planck’s constant, and w is the central frequency of
the noise-free signal. At the receiver, the noise-free signal and
the noise spectral density are combined to compute the BER
using the receiver model described later. Although we have not
done so here, the AWGN model can been extended to include
nonflat gain and gain saturation in the optical amplifiers, as well
as polarization effects [27], [28].

With the NCM method [11]-[13], we include the effect that
the signal has on the noise due to the Kerr nonlinearity in the
fiber. However, we assume that during transmission the non-
linear interaction of the noise with itself is negligible. Under this
assumption, the propagation of the noise can be linearized about
that of the noise-free signal, i.e., the propagation of the noise is
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governed by a linear partial differential equation in which the
coefficients depend on the noise-free signal. As a consequence,
the noise remains multivariate-Gaussian-distributed as it propa-
gates. Therefore, since the mean of the optical noise is zero, the
noise is characterized by its covariance matrix. Holzl6hner et al.
[13] developed a deterministic perturbative method to propagate
the covariance matrix through the transmission system, which
we use in our simulations.

Holzlohner et al. [11] used Monte Carlo simulations to show
that, for a highly nonlinear dispersion-managed soliton system,
after a few thousand kilometers propagation, the noise is no
longer multivariate-Gaussian distributed since the components
of the noise that cause phase and timing jitter in the signal
grow much more rapidly than other noise components. To over-
come this limitation, the phase and timing jitter were periodi-
cally removed from the covariance matrix during propagation
and treated separately [11]. Because direct-detection receivers
are phase independent, the phase jitter was discarded. However,
in [11], the timing jitter was reintroduced in the receiver. In our
simulations, we investigated the effect of removing phase jitter
in each bit using the method described in [13]. However, as in
[13], we did not find it necessary to separate out timing jitter.

The covariance matrix of the noise is the real-valued 2NV x 2N
matrix C = (aaT), where a is the real column vector consisting
of the real and imaginary parts of the NV lowest frequency com-
ponents of the noise, and aT is its transpose. The number, IV,
of Fourier coefficients of the noise that must be included in K is
usually considerably less than the number of points, Ngp, used
to discretize the signal. However, to avoid incorrect results, it is
necessary to choose IV so that at the receiver on a log scale the
power spectrum of the signal lies well below the average power
spectrum of the noise, K 1, + Kiyn k+n, for the larger fre-
quencies included in the covariance matrix. In our simulations,
we used Ngpr = 1024 and N = 300. This value of N was
appropriate for the 35 GHz optical filter we used in the receiver.
However, wider optical filters require larger values of N.

In the AWGN method, the NCM has the special form K =
(1/2)NasrAwZ, where Aw is the frequency discretization and
7 is the identity matrix.

We use the same accurate receiver model for both the AWGN
and NCM methods. Our model is based on those in [11], [22],
[23]. With this model, the pdfs of the received electrical cur-
rent at the clock recovery time in each bit are computed from
the noise-free signal, the NCM, and the transfer functions of
the optical and electrical filters in the receiver. The pdf in each
bit is a quadratic form of Gaussian vectors [11]. Such distri-
butions have been extensively studied in the statistics literature
[29]. In the special case of an integrate-and-dump receiver, the
Gaussian distributions all have the same variance and so the
pdfs are noncentral x? distributions [30]. Analytical formulae
for the asymptotic behavior of the tails of a quadratic form of
Gaussian vectors are derived in [31], which could prove useful
for obtaining analytical estimates of the BER. Here, though, we
first use the method described in [11] to compute the character-
istic function of the pdf in each bit. Then, we use the method
of steepest descents to compute the pdf from its characteristic
function using an approach similar to that in [22]. Next, we com-
pute the average pdfs of the marks (i.e., ONEs) and spaces (i.e.,
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ZEROs) and from those the minimum BER and optimal deci-
sion threshold. Finally, we calculate a Q-factor from the BER
via the relation BER = (1/2)erfc(Q/v/2), where erfc is the
complement of the error function.

B. Monte Carlo Methods

Since StdMC simulations are far too computationally expen-
sive to calculate the low-probability tails of the voltage pdfs, we
simply used them to estimate the mean and standard deviation
of the voltage pdf in each bit. For this computation, we found
that it was sufficient to use 800 samples per bit. We then ap-
proximated the pdfs of the electrically filtered current in each
bit using a Gaussian distribution from which we calculated the
average pdfs of the marks and spaces and the BER and Q-factor
as above. We verified that when white Gaussian noise is added
to a RZ signal without pattern dependence, the BER computed
from the Gaussian pdfs is about 1.5 times larger than that com-
puted using an accurate receiver model provided that the BER is
smaller than about 10~ (also see [32]). However, the decision
threshold is significantly smaller with the Gaussian pdfs.

To make more efficient use of Monte Carlo simulations, the
MMC method increases the number of events in the low-prob-
ability tails of the pdf to be sampled by biasing the probability
of their occurrence [18]-[20]. In our case, we sampled from the
tails of the voltage pdf in a given bit by biasing the pdf of all
ASE noise inputs at all amplifiers and all frequencies [21]. Note
that here we include all frequencies in the signal—not just the
ones that we included in the NCM. The MMC method is an iter-
ative procedure that uses a choice of control quantity to update
the biasing pdf for the next iteration. Within each iteration, the
Metropolis algorithm is used to estimate the histogram of the
pdf to be computed by drawing samples from the biasing pdf
and weighting the probability of their occurrence by a likeli-
hood ratio. The update procedure at the end of each iteration
is designed so that as the number of iterations increases there
tends to be an approximately equal number of hits in each bin
of the histogram of the control quantity. If the control quantity
is chosen to be well-correlated with the random variable whose
pdf is being computed, then this design criterion will ensure that
the pdf is well-sampled across its entire range, and in particular
in the low-probability tails.

In [21], the authors chose to simultaneously sample all the
pdfs of the spaces (marks) using the control quantity given
by the maximum (minimum) of the received voltage in all the
spaces (marks). Because of the possibility of large bit-pattern
dependence in the noise-free signal, as in [14] we found it
necessary to sample the pdf of a single bit using the control
quantity given by the voltage in that bit. Because it is too
computationally expensive to perform 32 MMC simulations
to separately compute the pdf in each of the 32 bits, for all
but one example, we restricted our MMC simulations to the
computation of the pdfs of the worst space and worst mark,
by which we mean the space (mark) with the highest (lowest)
voltage at the clock time in the electrically filtered noise-free
signal. For the exceptional example we computed the pdfs of
the mark and space with the worst standard deviations, which
we determined using a StdMC simulation.
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Details of the implementation of the algorithm that we used
can be found in [21]. In particular, we ran each MMC simulation
until the following two stopping criteria were met. First, we re-
quired that the minimum value of the pdf was below a threshold
value. This value was chosen to be about one order of magni-
tude less than the probability value at which the pdfs of the worst
mark and worst space crossed in the AWGN simulation. Second,
we required that the maximum relative error

J Jj+1
i)

T
Pk

ey

€ = Imax
k

was less than 10%. Here, P,ﬁ is the probability that the received
current is in the kth bin of the histogram in iteration j of the
MMC simulation. In our simulations, we required an average of
20 iterations to meet these stopping criteria for an average total
number of 1.5 x 10° samples for each space and 7 x 10° samples
for each mark.

In StdMC simulations, there is no correlation between the er-
rors in the values in the different bins of the histogram. Conse-
quently, the histogram fails to be smooth when it is statistically
inaccurate due to insufficient sampling. However, in an MMC
simulation it is possible for the histogram to be smooth when
it is inaccurate due to correlations between the P,g [33]. Such
correlations are due to the nature of the update in the biasing
pdfs that is performed between iterations. Therefore, despite the
stringent stopping conditions described above, it is possible that
there could be systematic errors in the MMC simulations that are
significantly larger than 10%. To check for such systematic er-
rors in the pdf, we reran two of the MMC simulations five times
each with different seeds for the random number generator. In
both cases, the five pdfs were indistinguishable when viewed on
a log scale. The mean of the maximum relative error between
the pdfs for all 20 possible pairs of runs at the final iteration was
less than 0.6 in both cases, and the standard deviation was less
than 0.5. These five different runs are statistically independent
and give us confidence that any systematic errors in our MMC
simulations were small and, in particular, are smaller than the
difference between the MMC results and the results that we ob-
tained using the other three noise methods.

C. Code Validation

All four noise methods were reimplemented and validated for
this study. First, we obtained excellent agreement between all
four methods for a back-to-back system consisting of a trans-
mitter, ASE noise source, and a receiver. Second, we obtained
agreement for propagation through a long-haul transmission
system in the case of an artificially low-nonlinear index in the
fibers. Third, we reproduced the agreement between the NCM
and MMC methods for the system used in [21]. In this case, the
AWGN method was in excellent agreement with both the NCM
and MMC methods. Finally, we performed a separate validation
of the NCM method by comparison to an analytical formula
that is valid in the case of transmission of a CW signal through
a nonlinear fiber with no loss and no dispersion, followed by an
integrate-and-dump receiver. Although we obtained excellent
agreement between the analytical formula and our numerical
implementation of the NCM method, in this case the NCM does
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not agree with the results of MMC simulations due to noise
inflation about the central frequency that cannot be modeled
using linearization as is discussed in [15], [16]. Therefore, we
have not included the analytical formula here.

III. TEST SYSTEMS

We used two long-haul single-channel 10 Gb/s RZ systems
in our study. Each system is based on a single channel of a
commercial undersea WDM system. System I resembles one of
the first commercial undersea WDM systems [34] and has been
extensively studied [13], [21], [35]-[37]. System II is a WDM
system with slope-matched transmission fibers that resembles
the system in [38] and was used in studies of collision-induced
timing jitter [39]-[41].

For both systems, we used a chirped raised cosine modulation
format with a chirp parameter of —0.6 [42]. We used a 32-bit
de Bruijn pseudo-random bit sequence with an optical extinc-
tion ratio of 20 dB in the spaces. The central wavelength of the
channel and peak power of the pulses was varied to simulate a
range of channels and power levels. The receiver consisted of
an optical filter, photodetector, and an electric filter. The optical
filter was a third-order super-Gaussian filter with a full-width at
half-maximum (FWHM) of 35 GHz [41], and the electric filter
was a fifth-order Bessel filter with a 3-dB bandwidth of 8 GHz.
In all four noise models, we manually set the clock recovery
time to be the center of the bit slot so as to avoid statistical uncer-
tainties that occur in the Monte Carlo methods when the clock
is recovered automatically.

For both systems, the transmission system consisted of a dis-
persion compensating fiber (pre-DCF) followed by a number
of periods of the dispersion map and finally another dispersion
compensating fiber (post-DCF). The dispersion values of the
pre- and post-DCF fibers were chosen independently of each
other and depended on the central wavelength and peak power
of the signal. For simplicity, both the pre- and post-DCF fibers
were linear and lossless with zero dispersion slope.

System I consisted of 34 periods of a 180 km dispersion map
for a total propagation distance of 6120 km. Within the disper-
sion map, the transmission fiber was DSF, and dispersion com-
pensation was performed using a single-mode fiber (SMF). The
dispersion map fibers consisted of 10 km of SMF followed by
160 km of DSF and finally another 10 km of SMF. Optical am-
plifiers with a gain of 9 dB and a spontaneous emission factor
of 2.0 were positioned every 45 km. The gain of the amplifiers
exactly balanced the 0.2 dB/km loss of the fibers. The disper-
sion was —2.125 ps/(nm-km) for the DSF and 17 ps/(nm-km)
for the SMF at 1550 nm. For both types of fiber, the dispersion
slope was 0.075 ps/(nm?-km), the nonlinear index was 2.6 x
10~2° m2/W, and the effective area was 50 pm?.

We studied a low-power and a high-power case of System
I. In the low-power case, the peak power of the pulses in the
transmitter was 1 mW and in the high-power case it was 4 mW.
The OSNR just prior to the receiver was 15 dB—0.2 nm in the
low-power case and 20.6 dB—0.2 nm in the high-power case.

Because the average dispersion slope of the map is nonzero,
we studied single-channel propagation at various central wave-
lengths chosen from those of a WDM system with a 100 GHz
channel spacing and the central channel at 1550.0 nm. These
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Fig. 1. Probability density functions of the received current in the worst space
and worst mark for System II. The results for the AWGN and MMC methods
are shown with dashed and solid lines, respectively. The results for the NCM
method, with and without phase jitter removal, are indistinguishable from the
AWGN results and hence are not included in the figures. Here, and in subsequent
figures, probability densities are given in units of probability per mV.

TABLE I
DISPERSION VALUES FOR EACH OF NINE CENTRAL WAVELENGTHS, Acn, FOR
SINGLE-CHANNEL PROPAGATION IN SYSTEM I. THESE CENTRAL WAVELENGTHS
ARE CHOSEN TO BE THOSE OF NINE CHANNELS IN A WDM SYSTEM WITH
A 100 GHz CHANNEL SPACING. COLUMNS 3-6 SHOW THE AVERAGE MAP
DISPERSION, Dhyjap, AMOUNTS OF PREDISPERSION COMPENSATION, D,
AND RESIDUAL DISPERSION AT THE RECEIVER IN THE LOW- AND HIGH-POWER
CASES, Dyow, Res AND Dyjgh Res, RESPECTIVELY, AT Ay, IN PS/NM

Channel Ach D Map Dpye DiowRes DHigh,Rcs
Number [nm] [ps/nm] [ps/nm] [ps/nm] [ps/nm]
—16 15372 | —172.8 2940 -85 —585
-8 1543.6 —86.4 1450 —38 —438
—4 1546.8 —43.2 540 1 501
-2 1548.4 —21.6 300 116 —334
0 1550.0 0 100 100 —100
1551.6 21.6 —200 34 1234
1553.2 432 —850 —251 349
1556.4 86.4 —1570 -2 —102
16 1562.8 172.8 —2850 —175 —175

channels therefore had different average map dispersions and
required differing amounts of pre- and postdispersion compen-
sation. Initially, we chose the amounts of pre- and postdisper-
sion compensation to optimize the eye opening of the noise-free
signal. However, because we were only simulating one channel
of a WDM system, it was necessary to adjust the amount of post-
dispersion compensation so that the BER was greater than about
1013, If the BER was much lower, the MMC simulations be-
came too computationally expensive. In Table I, we show the
central wavelengths of each of the nine channels we studied,
together with the average map dispersion, the amount of predis-
persion compensation, and the residual dispersion at the receiver
in the low- and high-power cases at each of these wavelengths.
In the low-power case, the amount of postdispersion compen-
sation was approximately the same as that of the predispersion
compensation except for channels —8, —4, and 0.

System II consisted of 100 periods of a 51.44 km dispersion
map for a total propagation distance of 5144 km. The dispersion
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Fig. 2. Probability density functions of the received current in the worst space and worst mark for the low-power case of System I. The results for the small
amounts of residual dispersion given in Table I are shown in the left column and those for large amounts of residual dispersion are shown in the right column.
(a) Channel 0 with residual dispersion Dges = 100 ps/nm; (b) Channel 0 with Dg.s = 500 ps/nm; (c) Channel 2 with Dges = 34 ps/nm; (d) Channel 2 with
DRes = 434 ps/nm; (e) Channel 8 with Dg.s = —2 ps/nm; (f) Channel 8 with Dg.s = —202 ps/nm. The results for the AWGN and MMC methods are shown
with dashed and solid lines, respectively. The results for the NCM method, with and without phase jitter removal, are indistinguishable from the AWGN results

and hence are not included in the figures.

map and pre- and postdispersion compensation were optimized
using a procedure described in [41]. However, for the results
in this paper, the amount of post-DCF was about 600 ps/nm
larger than in [41] in order to produce a nonoptimal BER with
the AWGN method on the order of 10~'7 with single-channel
propagation. Within the dispersion map, the transmission fiber

was D, fiber, and dispersion compensation was performed
using slope-matched D_ fiber. The dispersion map fibers con-
sisted of 34 km of D fiber followed by 17.44 km of D_ fiber
and an amplifier. The amplifier had a gain of 10.82 dB and an
artificially high spontaneous emission factor of 3.0 was chosen
so that for single-channel propagation the BER was greater
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TABLE II
BER FOR THE LOW-POWER CASE OF SYSTEM I WITH THE AMOUNTS OF
RESIDUAL DISPERSION AS SHOWN IN TABLE I. IN COLUMNS 2 AND 3,
WE TABULATE THE BER FOR EACH CHANNEL OBTAINED USING THE
PDFS OF THE RECEIVED CURRENT IN ALL 32 BITS WITH THE
AWGN AND NCM METHODS, RESPECTIVELY

| ch. [ AWGN NCM

—16 || 4x 10712 | 3x 10712
-8 8 x 10712 | 6 x 10~12
—4 9x 10712 | 7x 10712
-2 3x 1071 | 2x 1071
4x10713 | 2x 107138
2x 10712 | 2x 10712
5x 10712 | 4 x 10712
8 1x10710 | 1x10-10
16 2x 1078 2x 1078

than 10717, The pre-DCF fiber consisted of 51 km of D,
fiber, and the post-DCF fiber consisted of 120 km of D fiber.
The average map dispersion was —26 ps/nm and the residual
dispersion at the receiver was 872 ps/nm at 1550 nm. For
the D and D_ fibers, the dispersion was 20.17 ps/(nm-km)
and —40.8 ps/(nm-km) at 1550 nm, the dispersion slope was
0.062 ps/(nm?-km) and —0.124 ps/(nm?-km), the nonlinear
index was 1.7 x 10720 m%/W and 2.2 x 10~2° m?/W, the
effective area was 106.7 ym? and 31.1 ym? and the loss was
0.19 dB/km and 0.25 dB/km, respectively. Because the fibers
were slope-matched, we only propagated a signal at the central
frequency of 1550 nm. The peak power of the pulses was
5 mW. The OSNR just prior to the receiver was 21 dB—0.2 nm.

IV. RESULTS

We begin with the results for the low-power case of System I
and for System II. For System I, we studied nine single-channel
systems propagating at each of the nine central wavelengths in
Table I. In Table II, we show the BER values for each channel
of System I obtained using the pdfs of the received current in
all 32 bits with the AWGN and NCM methods, respectively.
For System II, the BER values obtained using all 32 bits were
2 x 10717 and 1 x 10~'7 for the AWGN and NCM methods,
respectively. In all cases, the BERs for the AWGN and NCM
methods agree to within a factor or two or less. In the NCM
method, phase jitter was removed from the covariance matrix
at each amplifier. However, we also applied the NCM method
without phase jitter removal and found that there was no dif-
ference in the results. This result shows that, unlike in highly
nonlinear dispersion-managed soliton systems [11], the NCM
method does not breakdown in quasi-linear systems due to rapid
growth of phase jitter.

In order to compare the MMC method with the AWGN
method, we also calculated the BER based on the worst mark
and space. In Table III, we show the BER obtained from the
pdfs in the worst space and worst mark with the AWGN, NCM,
and MMC methods, respectively. The BERs obtained using the
AWGN method are within a factor of four or less of the BERs
obtained using the MMC method. The corresponding BERs
for System Il were 7 x 10718, 6 x 10718, and 3 x 10715 for
the AWGN, NCM and MMC methods, respectively. In this
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TABLE III
BER FOR THE LOW-POWER CASE OF SYSTEM I WITH THE AMOUNTS OF
RESIDUAL DISPERSION AS SHOWN IN TABLE I. IN COLUMNS 2, 3, AND 4, WE
TABULATE THE BER FOR EACH CHANNEL OBTAINED USING THE PDFS OF THE
RECEIVED CURRENT IN THE WORST SPACE AND WORST MARK WITH THE
AWGN, NCM, AND MMC METHODS, RESPECTIVELY

| ch. J| AWGN NCM MMC

—16 || 3x 10711 | 2x 1071 | 1x 101!
-8 4x 10711 | 3x 1071 | 1x10-10
—4 2x 1071 | 2x 1071 | 1x 1071
-2 4x 1071 | 3x107M1 | 1x 101
0 3x 10713 | 1x 10713 | 3x 10718
3x 10712 | 3x10712 | 1x 10712

3x 10712 | 2x 10712 | 8§ x 10712
1x1079 | 8x 10710 | 3x 1079

16 2x 1077 2x 1077 7x 1077

TABLE IV

BER FOR SELECTED CHANNELS IN THE LOW-POWER CASE OF SYSTEM [ WITH
THE LARGE AMOUNTS OF RESIDUAL DISPERSION GIVEN IN COLUMN 2. IN
COLUMNS 3 AND 4, WE TABULATE THE BER FOR EACH CHANNEL OBTAINED
USING THE PDFS OF THE RECEIVED CURRENT IN THE WORST SPACE AND
WORST MARK WITH THE AWGN AND MMC METHODS, RESPECTIVELY.
THE RESULTS OBTAINED USING THE NCM, WITH AND WITHOUT
PHASE JITTER REMOVAL (NOT SHOWN), ARE VERY SIMILAR TO
THOSE OBTAINED USING THE AWGN METHOD

Ch. Dol AWGN MMC
Num [ps/nm] Worst Bits Worst Bits
-8 —438 4%x1078 | 3x10°7
—2 —284 4x10~1 | 1x10711
500 3x10710 | 8x 108
434 8 x10~8 4 %1077
—202 4x10711 | 2x 10710

case, the AWGN method predicts a BER that is about 500
times smaller than that obtained with the MMC method. To
investigate the source of this disagreement, in Fig. 1 we show
the pdfs of the received current in the worst space and mark for
System II. The results for the AWGN and MMC methods are
shown with dashed and solid lines, respectively. We observe
that with the MMC method, the tails of both pdfs lie above
those obtained with the AWGN method. We do not show the
pdfs for the NCM method, with or without phase jitter removal,
since they are indistinguishable from the pdfs for the AWGN
method.

Results of Hui et al. [4] suggest that in systems affected by
parametric gain, the system performance can depend signifi-
cantly on the amount of residual dispersion at the receiver. To
investigate the effect that a large residual dispersion has on the
level of agreement between the AWGN and MMC methods, we
changed the amounts of postdispersion compensation in chan-
nels —8, —2, 0, 2, and 8 of System I so as to increase the mag-
nitude of the residual dispersion. The values of residual disper-
sion we used for these simulations are shown in column two of
Table IV and are between 200 and 400 ps/nm different from the
original residual dispersion values in Table I. The corresponding
BER values obtained from the worst bits using the AWGN and
MMC methods are shown in columns three and four of Table IV,
respectively. Although the agreement between the two methods
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Fig. 3. Probability density functions of the received current in the worst space and worst mark in (a) Channel 2 and (b) Channel 8 for the high-power case of
System L. The results for the AWGN and MMC methods are shown with dashed and solid lines, respectively.

is not as good with the larger amounts of residual dispersion, the
values are still within a factor of eight of each other except for
Channel 0 where the MMC method produces a BER that is 270
times greater than does the AWGN method.

To further investigate the effect of large residual dispersion,
in Fig. 2 we show the pdfs of the received current in the worst
space and worst mark for Channels 0, 2, and 8 obtained using
the AWGN and MMC methods. The line styles are the same
as for Fig. 1 and as before we do not show the results for the
NCM method as they are indistinguishable from those obtained
using the AWGN method. In the left column, we show the
results for the smaller amounts of residual dispersion given in
Table I, while in the right column we show the results for the
larger amounts given in Table IV. The figures show that, with
both large and small residual dispersion, the pdf in the worst
space is almost the same for the AWGN and MMC methods.
However, when the amount of postdispersion compensation
is chosen so that the magnitude of the residual dispersion is
large, both signal-noise and noise—noise interactions during
transmission can have an affect on the pdfs of the marks,
which can result in a breakdown of the AWGN method. This
effect can be seen in all three cases in Fig. 2. The mean is
lower and the standard deviation is higher with the MMC
method, and the tails of the MMC pdf lie above those of the
AWGN pdf. Moreover, the closer the average map dispersion
is to zero, the more pronounced is the disagreement between
the two methods. Because of the excellent agreement between
the AWGN and NCM methods, we ascribe the breakdown in
the AWGN method shown in the right column of Fig. 2 to
the inflation of inphase noise due to noise—noise interactions
near the central frequency of the signal discussed in [15], [16],
which at this low power level only affects the BER when the
magnitude of the residual dispersion at the receiver is large
relative to the dispersion variation within the dispersion map
[4]. Finally, we note that Channel 2 with the lower residual
dispersion value and Channel —2 with the higher residual dis-
persion value exhibit slight noise-squeezing [10], as in these
cases nonlinear signal-noise interactions during transmission
actually result in a slight decrease of the BER.

To investigate the validity of the AWGN method at high
power levels, we now discuss the results for the high-power
case of System I. Although the BERs obtained with the AWGN
method can be very low for single-channel propagation with the
high peak power of 4 mW that we used, there is a large amount
of pattern dependence in the received noise-free electrical
signal. This pattern dependence is primarily due to the Kerr
nonlinearity and to a lesser extent to the nonoptimal amounts of
postdispersion compensation we used. For example, the ratio
of the largest to the smallest voltage mark is between 1.5 and 3,
depending on the channel. Therefore, rather than representing
the effects one might encounter in a well-designed commercial
point-to-point system, these results are provided to illustrate
how badly the AWGN method can breakdown due to some
of the more extreme nonlinear signal-noise and noise—noise
interactions that could be encountered during system design
or possibly after long-distance propagation in an all-optical
network.

In Fig. 3, we show the pdfs of the worst space and worst
mark for Channels 2 and 8. In both cases, the tails of the
MMC pdfs in the spaces lie well above those of the AWGN
pdfs, and for Channel 8, the standard deviation in the mark is
twice as large for the MMC method as for the AWGN method.
Consequently for Channel 8, the BER is 10° times larger with
the MMC method. The pdfs of the marks in Channel 2 exhibit
an interesting phenomenon. Although the AWGN and MMC
methods agree quite well over five orders of magnitude, at
very low probabilities, the MMC pdf suddenly and markedly
diverges from that of the AWGN pdf. By rerunning the MMC
simulation several times, we checked that the shape of this pdf
is not a statistical accident. This phenomenon would be hard to
detect using StdMC simulations and was not captured by the
NCM method. Based on the similarity to the pdf of the mark in
Fig. 4 of [11], we infer that timing jitter is responsible for the
knee-like shape of this pdf and is probably due to the very large
residual dispersion in this system.

In Table V, we show the Q-factor for the worst space and
mark in the high-power case of System I. In columns two, three,
and four, we tabulate the ()-factor computed from the pdfs of
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Fig. 4. Probability density functions of the received current in Channel —4 of the high-power case of System I for the space with the worst mean and in (a) the
mark with the worst mean and in (b) the mark with the worst standard deviation. Here, the means and standard deviations were calculated using a StdMC simulation.
The results for the AWGN and MMC methods are shown with dashed and solid lines, respectively.

TABLE V
()-FACTOR COMPUTED FROM THE WORST SPACE AND WORST MARK IN
THE HIGH-POWER CASE OF SYSTEM I, WITH THE AMOUNTS OF RESIDUAL

DISPERSION AS SHOWN IN TABLE I. IN COLUMNS 2, 3, AND 4, WE TABULATE
THE ()-FACTORS COMPUTED WITH THE AWGN, NCM, AND MMC METHODS,

RESPECTIVELY, THAT WE OBTAINED USING AN ACCURATE RECEIVER

MODEL. IN COLUMN 5, WE TABULATE THE (-FACTORS COMPUTED

USING STDMC SIMULATIONS FROM THE MEAN AND STANDARD
DEVIATION IN THE WORST SPACE AND WORST MARK

Ch. AWGN NCM MMC StdMC
Num. Acc. Rx. | Acc. Rx. | Acc. Rx. Gauss.
—16 6.3 6.4 5.0 5.0
-8 8.5 8.6 7.2 7.7
—4 7.6 7.6 7.1 7.2
-2 7.0 7.1 6.2 5.8
6.9 6.9 5.6 55
2 6.1 6.3 4.8 59
6.3 6.5 54 55
8 5.7 5.7 3.1 3.1
16 6.1 6.2 4.4 4.8

the received current that were obtained using the AWGN, NCM,
and MMC methods with an accurate receiver model. The NCM
results are slightly different from the AWGN results, but both
produce (Q-factors that are significantly larger than those ob-
tained using the MMC method. These results suggest that at this
high power level parametric gain involving only signal-noise
interactions is beginning to play a slight role, but that, as in the
low-power case, the breakdown of the AWGN method is pri-
marily due to quadratic and higher-order nonlinear noise—noise
interactions such as those discussed by Serena et al. in [15], [16].

In column five of Table V, we show the -factor computed
from the mean and standard deviation in the worst space and
mark using a StdMC simulation. The agreement between the
Q-factors computed using the standard and MMC simulations
is quite good. A similar level of agreement (not shown) was
obtained for the low-power case of System I and for System II.
Bosco et al. [9] claimed that in the presence of parametric gain,
the Q-factor could not be reliably computed using the Gaussian

approximation to the pdfs of the received current. However, their
argument was based on simulations of a short 50 km system
with a 50-mW high-power CW signal. Due to its atypically large
powers, this system produced an asymmetrical pdf for the mark.
By contrast, the results we obtained in Table V for a long-haul
system with typical powers show very good agreement between
the (Q-factors computed using the Gaussian approximation and
those obtained using MMC. The only exception is for Channel
2, where the Q-factor computed using the MMC simulation is
somewhat lower than that predicted by the StdMC simulation
due to the bent knee in the pdf of the mark.

A major disadvantage of the MMC method is that, particu-
larly in the presence of large pattern dependence in the noise-
free signal, a separate MMC simulation must be run to cal-
culate the pdf in each bit. So far, all our MMC results have
been for the worst space and mark in the electrically filtered
noise-free signal. However, using StdMC simulations we ob-
served that, for some channels in the high-power case of System
I, the mark that produced the worst Q)-factor was actually the
one with the largest standard deviation, rather than that with the
smallest mean. In Fig. 4, we show the pdfs in Channel —4 of
the high-power case of System I for (a) the mark with the worst
mean and (b) the mark with the worst standard deviation. In both
(a) and (b) we used the space with the worst mean. The corre-
sponding BERs are 5 x 10713 and 4 x 10~ for the marks with
the worst mean and worst standard deviation, respectively. The
mechanism responsible for this result is as follows: The noise
in the mark with the worst standard deviation undergoes greater
parametric gain during transmission because this mark is the
central mark in a string of five marks and hence the signal power
is always much higher than for the mark with the worst mean,
which is an isolated mark. The noise with large parametric gain
then beats with a large power signal in the receiver to produce
a very large standard deviation in the mark with the worst stan-
dard deviation. Consequently, MMC simulations may not be an
effective way to calculate the BER for higher power systems
unless all bits in the simulation are kept which is prohibitively
time consuming at the time of this writing.
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TABLE VI
THE Q-FACTOR COMPUTED USING ALL 32 BITS IN BOTH THE LOW AND
HIGH POWER CASES OF SYSTEM I, WITH THE AMOUNTS OF RESIDUAL
DISPERSION AS SHOWN IN TABLE I. RESULTS FROM THE LOW POWER CASE
ARE SHOWN IN COLUMNS 2 (AWGN) AND 3 (STDMC) AND THOSE FOR THE
HIGH POWER CASE IN COLUMNS 4 (AWGN) AND 5 (STDMC). FOR THE AWGN
METHOD WE TABULATE THE (-FACTOR OBTAINED USING THE ACCURATE
RECEIVER MODEL AND FOR THE STANDARD MONTE CARLO METHOD WE
TABULATE THE (J-FACTOR OBTAINED FROM THE GAUSSIAN PDFS IN EACH BIT

Ch. AWGN StdMC AWGN StdMC
Num. Acc. Rx. | Gauss. Acc. Rx. | Gauss.
Low Low High High
—16 6.8 6.8 6.0 49
-8 6.7 6.7 6.9 5.8
—4 6.7 6.9 6.9 4.5
-2 6.6 6.5 73 59
7.2 7.3 6.9 5.8
2 6.9 74 6.3 4.1
6.8 6.2 6.3 5.6
8 6.3 6.1 6.0 39
16 5.5 54 55 4.2

Taken together, these results suggest that the quickest and eas-
iest way to reliably ascertain the accuracy of the AWGN method
is to perform a StdMC simulation with a computational time of
several hundred times that of a single noise-free simulation. In
Table VI, we perform a final test of the validity of the AWGN
method by comparing the Q-factors computed using the AWGN
method with an accurate receiver model to the ()-factors ob-
tained from the Gaussian pdfs that we compute using StdMC
simulations in both the low- and high-power cases of System 1.
These results were obtained using all 32 bits. Recall that when
white Gaussian noise is added to a RZ signal without pattern
dependence, the (Q-factor computed from the Gaussian pdfs is
slightly smaller than the accurate ()-factor, provided the accu-
rate ()-factor is more than 3. The agreement between the two
methods is very good when the peak power of the pulses in
the transmitter is 1 mW (the low-power case). However, the
AWGN method breaks down when the peak power is 4 mW (the
high-power case). The corresponding results for System II are a
Q-factor of 8.4 (BER = 2 x 107!7) with the AWGN method
and a Q-factor of 7.9 (BER = 1 x 1071%) with a StdMC simu-
lation. Although the peak power at the transmitter in System II
was 5 mW, nonlinear signal-noise and noise—noise interactions
during fiber propagation do not affect the (Q-factor as much as in
the high-power case of System I since the nonlinearity of the D
transmission fiber in System II is only 30% of that in System 1.

V. CONCLUSION

On the basis of the simulations discussed earlier, we conclude
that for long-haul, quasi-linear, RZ, direct-detection transmis-
sion systems with typical peak power levels of about 1 mW in
which the residual dispersion at the receiver is within 200 ps/nm
of zero, nonlinear interactions involving the signal and noise
during transmission have a negligible effect on the system per-
formance. For such systems, the AWGN method provides a
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reliable approximation to the BER. However, when the post-
dispersion compensation is chosen so that the absolute residual
dispersion exceeds 200 ps/nm, the AWGN and NCM methods
may simultaneously breakdown, particularly when the average
map dispersion is close to zero. Although they were obtained for
a single-channel system, it is reasonable to assume that these re-
sults will also hold for WDM systems since in [14] we obtained
excellent agreement between the NCM method and MMC sim-
ulations for a dense WDM system similar to the low-power
case of System I. However, intrachannel signal-noise interac-
tions compete in these systems with quasi-random interchannel
signal-signal interactions, which make the signal-noise inter-
actions difficult to observe in typical systems. When the peak
power level is increased to about 4 mW, the AWGN method
breaks down.

Although the specific power levels and dispersion values at
which the AWGN method breaks down in a quasi-linear system
will vary somewhat from system to system, our results strongly
indicate that when the AWGN method fails, the power level will
already be so large that the system performance will be signif-
icantly impaired due to pattern dependences in the noise-free
signal. We also observe that despite its success in modeling
highly nonlinear dispersion-managed soliton systems, we have
not found any quasi-linear system for which it is advantageous
to use the NCM method. In fact, whenever the AWGN and
MMC methods disagree, the NCM method gives the wrong
result.

At present, there is no computationally rapid deterministic
method that is capable of accurately modeling inphase noise in-
flation near the central frequency of the channel due to para-
metric gain that is pumped by data-modulated noise-free sig-
nals. It may be possible that the methods that Serena et al.
[15], [16] and Secondini et al. [17] developed for CW signals
can be generalized to accurately treat data-modulated signals.
In the meantime, we suggest that to detect breakdown in the
AWGN method at high power levels one should estimate the
Q-factor from the mean and standard deviation of the received
current in each bit using a limited number of StdMC simula-
tions. One should then compare this mean and standard devia-
tion to the mean and standard deviation that are calculated using
the AWGN method. When they disagree, the AWGN method is
no longer reliable.
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