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Abstract—We propose a technique that uses Monte Carlo sim-
ulations with importance sampling and a reduced Stokes model to
compute the probability density function of the factor and the
outage probability for a channel in a long-haul wavelength-divi-
sion-multiplexed optical-fiber transmission system due to the com-
bination of polarization mode dispersion, polarization dependent
loss, and polarization dependent gain. This technique allows us to
compute outage probabilities as small as10 6 at a fraction of the
computational cost required by standard Monte Carlo simulations.

Index Terms—Fiber properties, optical communications, polar-
ization, polarization-sensitive devices.

I. INTRODUCTION

A MAJOR GOAL in the design of wavelength-divi-
sion-multiplexed (WDM) optical fiber transmission

systems is to minimize the probability of channel outages due
to the polarization effects. System designers commonly allocate
a prescribed margin to polarization effects, such as 2 dB, with
a fixed probability that the margin will be exceeded, such as

, corresponding to about half a minute per year. When
this margin is exceeded, an outage is said to occur. Because
outages are extremely rare, it has been difficult to study them
theoretically using standard Monte Carlo simulations and
experimentally using laboratory and field experiments.

There are three polarization effects that lead to impairment in
long-haul optical fiber transmission systems: polarization-mode
dispersion (PMD), polarization-dependent loss (PDL), and po-
larization-dependent gain (PDG). In typical trans-oceanic sys-
tems, the PMD is so small that it does not distort the pulses
within a channel, since for these systems the mean of the ac-
cumulated differential-group delay of the transmission line does
not exceed 10% of the bit period [1]. However, PMD does cause
the polarization states of the different channels to gradually drift
apart on the Poincaré sphere. Because the gain saturation of the
optical amplifiers keeps the total power almost constant, PMD
can decrease the signal-to-noise ratios of those channels that re-
peatedly undergo high loss in devices with PDL, which can in
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turn result in channel outages. Wang and Menyuk [2] proposed
the reduced Stokes model as a tool for the computation of the
penalty induced by polarization effects in long-haul transmis-
sion systems. The reduced model only follows the evolution of
the four Stokes parameters of the signal and of the noise in each
channel due to the combined effects of PMD, PDL, PDG, am-
plifier spontaneous emission noise, and the gain saturation of
optical amplifiers. Thus, the reduced model applies when the
PMD is not so large that it distorts the pulses within a single
channel. For a given fiber realization, we calculate thefactor
from the signal-to-noise ratio using a simple integrate and dump
receiver model [3], as in [1], [2], when PDL and PDG are present
and when they are absent for a fixed level of PMD. From that,
we may determine the polarization penalty (in dB) due to
these effects, where is defined as the difference between
the factor without PDL and PDG and the factor when all
the polarization effects are included. We define the outage prob-
ability due to the polarization effects to be the probability that

exceeds an allowed margin.
The reduced model decreases the computational time of sim-

ulations of the polarization effects by several orders of magni-
tude when compared to full time and frequency domain simula-
tions. Even so, until now efficient computation of outage proba-
bilities has only been carried out using numerical extrapolation
with a Gaussian function [2] to estimate the tails of the proba-
bility density function (pdf) of . In this letter, we develop an
importance-sampling technique [4] to resolve the tails of the pdf
of and thereby efficiently compute outage probabilities as
small as . In addition, we have been able to determine the
accuracy of the Gaussian extrapolation of the pdf of . We
extend the analysis in [5] by taking into account the effect of
PDG, discussing how the effectiveness of the importance-sam-
pling method depends on the number of WDM channels and on
the PDG, and by explaining the method in more detail. Impor-
tance sampling was first applied to optical fiber communications
by Biondini et al. [6], where it was used to study the PMD-in-
duced differential group delay in a fiber or an emulator with a
limited number of sections. The method has also been applied
to study the effectiveness of both electronic [7] and optical [8]
PMD compensators.

II. THEORY

Importance sampling is a well known technique in statistics
that makes more efficient use of Monte Carlo simulations to
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compute the probability of rare events. For the problem of com-
puting the outage probability due to the polarization effects for
a given channel in a WDM system, the rare events that interest
us are those for which the penalty is close to the allowed
margin in a given channel. This value is large compared to the
average or expected value of . To successfully apply im-
portance sampling to this problem, we need some knowledge
of which random realizations of the fiber PMD produce these
large penalties. These random fiber realizations are those
for which the Stokes vector of the signal in the given channel
is more likely to be aligned with the high-loss axis of the PDL
elements than with the low-loss axis. We stress that the method
is self validating. If we bias our samples incorrectly, then the
variance of the results is large.1

The basic idea of Monte Carlo simulations with importance
sampling is to bias the pdfs of the sources of randomness so that
the rare events of interest occur more frequently than they would
in standard Monte Carlo simulations and then to weight the sam-
ples by the likelihood that the biased random sources would ac-
tually appear in standard Monte Carlo simulations. Using im-
portance sampling, the probability of an event defined by
the indicator function , is expressed as

(1)

where is the likelihood ratio, and
are the unbiased and biased pdfs of a random vector,

and are sampled instances of. In our application,
the random vector corresponds to the random realization of
the fiber PMD, and the unbiased pdf is knowna priori. The in-
dicator function is chosen to compute the probability of having

within a given range, such as a bin in a histogram.
The key issue in applying importance sampling is to choose

the biased pdf . In the reduced model, the PDL is lumped
in the optical amplifiers. So, to compute the outage probability
for a given channel, the appropriate pdfs to bias are the pdfs
of the angles between the polarization state of the channel
and the polarization state that undergoes the highest loss due to
PDL in the th optical amplifier. By biasing toward one,
we increase the likelihood that the of the channel will be
large. The angles are directly determined by the realization
of the random mode coupling in the last birefringent section of
the fiber that precedes theth optical amplifier. Thus, the values
of play the role of the components of the random vector

in (1). In standard Monte Carlo simulations in which the PMD
is modeled using the coarse step method [9], the cosines of each
of the angles are uniformly distributed in the interval .
We note that an unbiased importance sampling simulation, for
which , is exactly the same as a standard Monte Carlo
simulation. However, in biased importance sampling we fix a
biasing parameter and select the from a biased pdf,

. In this letter, we used the biased pdf

(2)

1There is one important caveat: If two or more disconnected regions in the
phase space produce the same penalty, then it is possible in principle to have low
variance and for the result to still be incorrect. This outcome does not appear to
be physically possible for the problem studied here.

which biases toward 1 when is positive and which corre-
sponds to standard Monte Carlo simulations in the limit .
The likelihood ratio for this pdf is given by

(3)

Since the unbiased are independent random variables,
the likelihood ratio for a biased realization of the fiber PMD
is equal to the product of the likelihood ratios for each of its
biased angles. The actual pdf of is obtained using (1) by
weighting each fiber sample by its likelihood ratio, which is the
likelihood that the biased fiber realization would actually occur
in an unbiased simulation. By combining several Monte Carlo
simulations with different values of the biasing parameter,
including , we can statistically resolve the pdf of in
any desired range. An important issue is to determine the value
of the biasing parameterthat enables us to statistically resolve
the histogram of over a range of large values whose
probability is on the order of a given target probability, such
as . We can show heuristically that the required value
of is the one for which the target probability is equal to
the likelihood ratio of the biased realization of the fiber PMD
evaluated at the expected value of the random variablewith
biased pdf . That is, satisfies the equation

(4)

where is the number of optical amplifiers, and is the ex-
pectation operator. Our motivation for this heuristic comes from
(1) and from the observation that, over a given range, the biased
samples statistically resolve the histogram of when the in-
dicator function for this range has the value 1 for a large pro-
portion of the biased samples. For the simulation results in this
letter, we chose which produces unbiased samples, to-
gether with and whose target probabilities
are and , respectively.
Just as in a standard Monte Carlo simulation, as we increase the
number of samples with bias parameter, we increase the size
of the interval about for which the histogram of is well
resolved. For the results in this letter, the final histograms of the

penalty were obtained by dividing the range of penalties in
decibels into 50 bins, and by combining the three biased pdfs
using the stratified merging heuristic of [10], in which the prob-
ability of a bin with indicator function is obtained by applying
(1) to the biased pdf that has the largest number of hits in that
bin [10].

III. N UMERICAL RESULTS

In this section, we compute outage probabilities due to po-
larization effects for a trans-oceanic WDM system by applying
importance sampling to resolve the tails of the pdf of . We
validated our results in two steps. First, as described in [2] and
[5], we validated the reduced Stokes model by comparison
to a full time- and frequency-domain model based on the
Manakov–PMD equation [9]. Second, by performing reduced
model simulations as described in the following paragraph, we
validated our method of computing outage probabilities using
Monte Carlo simulations with importance sampling by making
comparisons with extensive standard Monte Carlo simulations.
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Fig. 1. Outage probability as a function of the allowed�Q margin for an
eight-channel WDM system. The solid and dashed curves show the outage
probability when the PDG is equal to 0.06 and 0 dB, respectively, computed
using 3 � 10 Monte Carlo simulations with importance sampling. The
dotted–dashed curves in Fig. 1 show the outage probability for the system with
PDG obtained from the linear-scale Gaussian pdfs that have the same means
and standard deviations as the pdfs of�Q. (a) System with PDL= 0:2 dB per
optical amplifier. The solid circles show results that we obtained from standard
Monte Carlo simulations with7:5� 10 samples when the PDG is 0.06 dB per
amplifier, and we obtained the open circles using1:5 � 10 standard Monte
Carlo samples when there is no PDG. (b) System with PDL= 0:13 dB per
optical amplifier. The horizontal dotted line in (a) and (b) shows the10

probability level.

Our results are for a 10 Gb/s return-to-zero system with
eight WDM channels spaced 1 nm (124 GHz) apart. The total
propagation distance was 8,910 km and the amplifier spacing
was 33 km. The PMD was 0.1 ps/km. In Fig. 1, we plot the
outage probability as a function of the allowed margin. In
Fig. 1(a), the PDL was 0.2 dB per amplifier and in Fig. 1(b) the
PDL was 0.13 dB per amplifier. The solid and dashed curves
show the outage probability when the PDG is equal to 0.06 and
0 dB, respectively, computed using Monte Carlo sim-
ulations with importance sampling. In Fig. 1(a), we obtained
the solid circles from standard Monte Carlo simulations with

samples when the PDG is 0.06 dB per amplifier, and
we obtained the open circles from standard Monte
Carlo samples when there is no PDG. The standard Monte
Carlo simulations shown in Fig. 1(a) required over two months
of continuous processing in a Pentium 750-MHz processor.
The agreement in Fig. 1(a) between the results obtained using
Monte Carlo simulations with importance sampling and the
ones using standard Monte Carlo simulations is excellent. We
used the same computer code and the same processor for the
two methods; the only difference is that we did not bias the
fiber birefringence for the standard Monte Carlo method. The
dotted–dashed curves in Fig. 1 show the outage probability for
the system with PDG obtained from the linear-scale Gaussian

pdfs that have the same means and standard deviations as the
pdfs of . Even though the pdf of is very close to a
Gaussian pdf near its mean value, the Gaussian pdf overes-
timates the margin at an outage probability of by
about 0.6 dB when the PDL is 0.2 dB per amplifier.

IV. CONCLUSION

In conclusion, we have demonstrated that it is possible to
use Monte Carlo simulations with importance sampling to effi-
ciently and accurately calculate outage probabilities on the order
of due to the combination of the polarization effects of
PMD, PDL, and PDG using a reduced Stokes model, provided
that the PMD is small enough that it does not distort the pulses
within a channel. By using importance sampling, we can re-
duce the time required to compute small outage probabilities by
three orders of magnitude when compared with standard Monte
Carlo simulations. This result holds independent of the partic-
ular choice of receiver model. We are currently improving our
receiver model to include realistic filter shapes [11] and to ac-
count for noise repolarization during transmission.
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