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Abstract

Title of Dissertation: Analysis of chalcogenide-glass photonic crystal fibers

Zhihang (Jonathan) Hu, Doctor of Philosophy, 2008

Dissertation directed by: Curtis R. Menyuk

Professor

Computer Science and Electrical Engineering

In this dissertation, we describe a theoretical study of chalcogenide-glass photonic

crystal fiber designs. Light can propagate in these glasses in the wavelength region λ =

2–11 µm, in contrast to standard silica fiber in which light does not propagate beyond

λ ' 2 µm. Consequently, they have important defense and biomedical applications.

While silica-glass photonic crystal fibers have been extensively studied, that is not

true for other glasses such as chalcogenide glasses. We have carried out this study in

collaboration with researchers at the Naval Research Laboratory, who have provided

the data that we use as input parameters to our simulations, as well as experimental

results to compare to the simulations. In this dissertation, we first analyze leaky

modes using traditional, one-dimensional slab waveguides. The reason for analyzing

one-dimensional waveguides is that this analysis yields theoretical results that are of



use in understanding the physics in the more complex geometry of two-dimensional

waveguides. Next, we describe an investigation of the leakage loss from a finite

number of air-hole rings in a photonic bandgap fiber as a function of the pitch and

the refractive index. The leakage loss is due to incomplete mode confinement. It is

shown that for a refractive index equal to 2.4, corresponding to chalcogenide glass

at λ = 4 µm, the loss is minimal when the air-hole-diameter-to-pitch ratio equals

0.8. This result contrasts strongly with analogous results for silica fibers in which the

leakage loss is minimized by making the air-hole-diameter-to-pitch ratio approach as

close to 1.0 as possible. In addition to minimizing the leakage loss, the core geometry is

optimized for air-core photonic bandgap fibers to decrease the effect of coupling losses

to surface modes. Finally, the nonlinearity is characterized and used in simulations

to study supercontinuum generation in chalcogenide fibers. The nonlinearities that

must be included are the Kerr and Raman effects. After verifying that the simulation

code reproduces the spectrum that was observed in experimental studies of infrared

supercontinuum generation from 2.1 to 3.2 µm, we then used the code to predict that

a bandwidth of more than 4 µm can be generated using an As2Se3-based chalcogenide

photonic crystal fiber with an air-hole-diameter-to-pitch ratio of 0.4 and a pitch of

3 µm.
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Chapter 1

Introduction

Photonic crystal fibers (PCFs) were first explored in the 1970’s [1]. In the past several

years, progress in fabrication technology has led to a rapid development of new types

of PCFs [2]–[5]. A variety of fibers with useful characteristics not achievable using

standard fibers have been proposed and many of the most interesting properties have

been realized in university or industrial laboratories. PCFs offer increased flexibility

in the dispersive, nonlinear, and polarization properties of fiber [6]–[8]. Index-guided

PCFs, which have one hole missing in the center, guide light through total internal

reflection. Air-core PCFs, or photonic bandgap fibers (PBGFs), guide light through

the photonic bandgap effect, which is a completely different effect from the usual

index guiding in optical fibers. Due to the air core, the nonlinearity is dramatically

reduced. This reduction has already become important in the high-power delivery

of laser light [9] and may become important in optical communications [10], [11]. A

large amount of research has been done on silica PCFs [12]. However, silica glass

cannot be used for infrared (IR) transmission because of its high material loss. This

dissertation is concerned with investigating chalcogenide-glass PCF that is used for

IR transmission.

1
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For IR transmission, chalcogenide PCFs are preferred [13]. Chalcogenide glasses

are based on the chalcogen elements sulfur (S), selenium (Se), and tellurium (Te), with

the addition of other elements such as germanium (Ge), arsenic (As), and antimony

(Sb). The refractive index of chalcogenide glass varies between 2.2 and 2.8, depends

on the glass composition [14]. These glasses have been shown to be chemically and

mechanically durable and have low loss at IR wavelengths [15]. Chalcogenide fibers

are well suited for chemical sensing applications based on analyzing attenuated to-

tal reflection (ATR) spectra [16]. Another important application using chalcogenide

glass is fiber beam delivery of mid-infrared light from a CO2 laser for medical ap-

plications [17]. Delivery of tens of watts from a CO2 laser which is at a wavelength

of 10.6 µm has been demonstrated [9]. Recently, supercontinuum generation using a

chalcogenide PCF with one ring of air holes has been demonstrated, and the Raman

gain spectrum for a step index chalcogenide fiber has been measured by a group at

the Naval Research Laboratory [15], [18], [19]. However, a detailed study for a PCF

with an optimized structure for supercontinuum generation using nonsilica glasses,

especially chalcogenide glass, has not previously been made.

In order to understand the fiber property for PCFs, it is crucial to understand the

modes that are supported by PCFs. Due to the finite number of air hole rings, the

modes in the PCFs are leaky modes. Computational methods for determining the

complex propagation constants of leaky waveguide modes have become so powerful

and so readily available that it is possible to use these methods with little under-

standing of what they are calculating. In this dessertation, we first give a tutorial

introduction. We compare different computational methods for calculating the prop-

agation constants of the leaky modes, focusing on the relatively simple context of
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a W-type slab waveguide. In a lossless medium with infinite transverse extent, we

compare a direct determination of the leaky mode to a complete mode decomposition.

The direct determination of leaky mode is a mode matching method that is analogous

to the multipole method in two dimensions. We then compare these results to a sim-

ple finite-difference scheme in a transverse region with absorbing boundaries that is

analogous to finite-difference or finite-element methods in two dimensions. While the

physical meaning of the leaky modes in these different solution methods is different,

they all predict a nearly identical evolution for an initial, nearly-confined mode profile

over a limited spatial region and a limited distance.

Air-core photonic bandgap fibers (PBGFs), in contrast to some other types of

holey fibers, guide light through the photonic bandgap effect, instead of using total

internal reflection [10], [11]. PBGFs have the potential to provide very low-loss trans-

mission, along with delivery of high power and low nonlinearity. Research on silica

fiber shows that a larger air-hole-diameter-to-pitch ratio, d/Λ, in air-core PBGFs

leads to wider bandgaps and hence better mode confinement [20]. Pitch, Λ, is defined

as the distance between the centers of the nearby holes. Pottage, et al. suggest using

lower d/Λ to obtain a wider bandgap for high-index glass [21]. The assumption is

that a wider relative bandgap leads to lower leakage loss. However, the loss due to

mode leakage in high-index glass with lower d/Λ has not been previously calculated,

and this assumption remains unverified. We calculate the relative bandgap when we

vary the d/Λ and the refractive index, and compare the d/Λ for the minimum loss

and maximum relative bandgap. It is found that they coincide for a wide range of

refractive index.

In PGCFs, the core mode has its mode power inside the central air hole. Addi-
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tionally, there exists another kind of mode called a surface mode. The surface modes,

which are located between the core and the cladding, have been shown to have signifi-

cant impact on the loss of the fundamental mode [22]. The confinement mechanism is

the bandgap effect on the large-radius (outer) side of the mode and internal reflection

on the small-radius (inner) side of the mode. The surface mode interact with core

modes and decrease the operational bandwidth of the core modes. Amezcua-Correa,

et al. [23], [24] demonstrated that by carefully selecting the thickness of the inner

glass ring around the core, it is possible to push the surface modes away from the

center of bandgap in silica PBGFs. Hence, it is interesting to know what kind of

geometry should be drawn for chalcogenide fiber to push the surface modes away

from the center of bandgap.

The use of a solid core PCF for supercontinuum generation is particularly attrac-

tive since a small effective area can be realized, which increases fiber nonlinearity,

and the zero group-velocity dispersion (GVD) can be tailored to maximize super-

continuum generation [25]. Conventional optical fibers are made from silica, because

silica-glass fibers are easy and relatively inexpensive to manufacture. However, the

output of the spectrum is limited by the material loss of the silica fiber to below

2 µm. Supercontinuum generation at IR wavelengths up to 10 µm [15] is however

possible using chalcogenide-based PCFs. The Raman spectrum, which is propor-

tional to the imaginary part of the third-order susceptibility, has been measured in

a step-index chalcogenide fiber. The time-domain Raman response function is then

calculated from the Raman spectrum. Using the nonlinear response function of the

chalcogenide fiber, which includes both the instantaneous (Kerr) response and the de-

layed (Raman) response, we theoretically reproduce the measured bandwidth of the
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supercontinuum generation in Ref. 26. We then theoretically find that a bandwidth

of more than 4 µm can be generated using an As2Se3-based chalcogenide photonic

crystal fiber with an air-hole-diameter-to-pitch ratio of 0.4 and a pitch of 3 µm.

The remainder of this dissertation is organized as follows: In the second chap-

ter, we describe wave propagation in a uniform medium, three-layer slab waveguide,

W-type slab waveguide, bandgap slab waveguide, and W-type slab waveguide with

absorbing layers. We describe the leaky modes in a W-type slab waveguide and

bandgap slab waveguide.

In the third chapter, we show the minimum leakage loss and maximum relative

bandgap as a function of the d/Λ in a photonic bandgap fiber for a refractive index

between 1.4 and 2.8. The mode properties for maxima of the relative bandgap are

analyzed as the air-hole-diameter-to-pitch ratio and the refractive index are varied.

In the fourth chapter, we present the optimal inner glass ring thickness and its

dependence on the glass index in infrared PBGFs.

In the fifth chapter, we show the Raman response function and supercontinuum

generation in chalcogenide fiber. Using measured Raman spectrum and dispersion,

we modeled and reproduced the experimental bandwidth of IR supercontinuum gen-

eration using a chalcogenide PCF. We then optimized the PCF structure to generate

supercontinuum in IR region. These results are presented in this chapter.

The sixth chapter contains the conclusions that summarize the main results of the

dissertation.



Chapter 2

Understanding leaky modes

In the 1960s and 1970s, the optical modes in solid-state and waveguides were the sub-

ject of intensive study [27]–[30]. The waveguides that could be made then were fairly

simple; a higher index material was typically embedded in a lower index material with

a slab or rectangular waveguide in the case of semiconductor waveguides and a step or

graded index waveguide in the case of optical fibers. In the past decade, it has become

possible to make highly-complex optical waveguides in both semiconductors and glass,

and, as a consequence, the study of optical waveguides has undergone a renaissance.

A number of highly-sophisticated computational algorithms have been developed to

find the modes and their propagation constants inside these waveguides, including the

finite-element method [31]–[33], the finite-difference method [32], [34], the multipole

method [35], [36], the Galerkin method [37], and the plane-wave method [38], [39]. In

general, the modes in these modern waveguides may be evanescent or leaky even when

there are no material losses. The finite-difference method, the finite-element method

and the multipole method allow one to determine the mode profiles and attenuation.

Commercial finite-difference and finite-element solvers have in practice become so so-

phisticated and at the same time so easy to use that it is possible to determine mode

6
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profiles and their complex propagation constants with little understanding of what a

complex propagation constant really means.

There is in fact a serious conceptual issue with leaky modes. Strictly speaking,

they are not modes of the infinite lossless transverse waveguide. In principle, given

any initial transverse profile at the beginning of a waveguide, one can decompose that

profile into a finite number of guided modes and a continuum of radiation modes.

These modes then propagate without attenuation in a lossless medium, and any

attenuation of an initial profile that occurs must be due to spreading of the radiation

modes. So, what is it that the finite-element, the multipole method, or other mode

solvers are finding?

Leaky modes appear when an initial profile is nearly guided. In the three-layer

slab waveguide shown in Fig. 2.1(a), in which n1 > n0, at least one guided mode

exists. By contrast, in the five-layer W-type slab waveguide, shown in Fig. 2.1(b),

with n1 < n0, only continuum radiation modes still exist. Nonetheless, when the

width of the lower-index region becomes large, an optical beam is observed that looks

much like the guided mode that would exist if the outer, higher-index layer were not

present. This beam attenuates exponentially with a rate that decreases rapidly as

the width of the lower-index layer increases. How do we mathematically relate the

radiation modes that compose this nearly-guided waveguide to the guided mode that

exists in the absence of the outer higher-index layers? Why is the attenuation in the

W-type waveguide exponential?

Exponential attenuation is not the only possibility. If we send light into a medium

with a single index of refraction n0, then the light diffracts and its intensity diminishes

algebraically, rather than exponentially. This algebraic decay occurs because the light
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is not even partially confined. When the light comes from a point source, the algebraic

decay is proportional to the square of the inverse distance from the source, since the

light spreads in both transverse dimensions. When the light source is extended in

one dimension, then the algebraic decay is proportional to the inverse of the distance,

since light spreads in only one dimension. In a purely diffractive medium, the mode

solvers will not find a single mode. In leaky mode waveguides, most of the energy

will eventually leak out from the nearly-guided waveguide, and the light will then

diffract. When does diffraction dominate and the exponential decay of the leaky

modes become algebraic?

A further issue with leaky modes is that at sufficiently large transverse distances

from the mode center they increase exponentially. This behavior is clearly unphysical

in the limit x → ±∞. What is its origin? Is an exponential increase away from the

transverse center ever visible?

The waveguides shown in Fig. 2.1 are quite simple. Is the behavior in more com-

plex waveguides, in particular bandgap or photonic crystal waveguides, qualitatively

similar? Can bandgap waveguides be studied using the same methods as in the case

of the simpler W-type waveguides?

A related issue is that one normally applies the finite-difference or the finite-

element method by using a finite lossless region that is surrounded by absorbing

layers or regions. The purpose of the absorbing regions is to avoid reflections and

simulate outward-going boundary conditions. so that inside the lossless region, the

solution approximates the solution with the same initial conditions that one would

find in a lossless medium of infinite transverse extent. However, the problem that one

is solving, even in the limit as the discretization grows finer, is in fact fundamentally
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different from the problem of a lossless medium of infinite transverse extent and a

lossless medium. Are the leaky modes real modes in this system? Do they still grow

exponentially in the direction transverse to the propagation, at least in the lossless

regions? Is there an analog to diffraction? What is the mode decomposition in this

case? Finally — and perhaps most important — is the behavior that is predicted in

this case the same as in the case of a lossless medium of infinite extent?

The answers to these questions may be found scattered throughout the technical

literature, but not together and not in a form that is easily accessible to newcomers to

the study of optical waveguides. The discussions rely on steepest descent method for

evaluating integrals and other asymptotic methods, whose physical meaning may not

always be clear. In this introductory tutorial, our goal is to answer all these questions

and to show the relationship among them. We will present the mathematical basis for

these answers, but, at the same time, we will present pictures and animations whose

goal is to illuminate what is happening both mathematically and physically.

We will focus here on simple one-dimensional slab waveguides, although two-

dimensional waveguides are more important in practice. All the questions that we

posed can be answered within the context of one-dimensional waveguides. No new

concepts appear in two dimensions, although the mathematical complexity increases.

Moreover, it is far simpler to illustrate the phenomena through pictures and anima-

tions since one less dimension must be kept. Further discussion of the mathematical

methods in two dimensions may be found in the textbooks by Marcuse [40] and by

Snyder and Love [41].

For historical interest, we note that leaky modes were first described in the context

of microwave waveguides, and both the textbooks by Marcuse and by Snyder and
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Love refer to a classic textbook by Collins [42], who refers in turn to reports by

Barone [43], [44] that appeared in 1956 and 1958. These reports are part of a series of

reports from the Brooklyn Polytechnic Institute in which the leaky mode concept was

first described. The first archival article reference is a brief report by Marcuvitz [45],

who noted the close analogy to quantum-mechanical tunneling. This paper stated

that leaky modes are not members of a complete set of orthogonal basis functions.

He noted that this solution to the wave equation gives field representation in a center

range with a complex propagation constant, but that the field becomes infinite at

the infinite transverse spatial limit. A series of papers by Tamir, Oliner, and their

colleagues, begun shortly thereafter, summarize and categorize the possible behavior

of a leaky mode [46]–[51]. The first measurement of a leaky mode was carried out in

1961 by Cassedy, et al. [52]. They confirmed the existence of a leaky wave due to a

line current source above a grounded dielectric slab [52]. Hall and Yeh presented both

theory and experiment for heteroepitaxial deposition of ZnS or ZnSe on GaSe, which is

a three-layer waveguide [53]. In their experiment, the index of the substrate is higher

than that of the center layer. Hence, only leaky modes can exist in this waveguide; no

guided mode can exist. The same refractive index variation with position also occurs

in waveguides with GaAlAs layers on GaAs substrates [54]. In 1975, the W-type, or

depressed-cladding, slab waveguide was analyzed by Suematsu and Furuya [55]. At

about the same time, the theory for W-type fiber was developed by Kawakami and

Nishida [56], [57]. The original leaky wave analysis for a cylindrical waveguide was

carried out in 1969 [58], [59], which is 13 years after the leaky wave theory for a slab

waveguide was first presented [43]. The attenuation coefficient of leaky modes has

been obtained by solving the appropriate eigenvalue equation [53], [56], [57], [59]–[61],
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using Poynting’s vector theorem [62]–[65], and by using ray optics [65]–[68]. For the

multilayer slab waveguide, the mode-matching method has been extensively used to

find leaky modes [69]–[71].

We do not discuss the ray optics method, and, given its historical importance,

this omission requires comment. Historically, ray optics was used in the analysis of

optical waveguides to find reasonably accurate analytical approximations to Maxwell’s

equations in contexts where exact analytical solutions could not be obtained. This

approximation requires in principle the wavelength of the light in the waveguide to

be “small” compared to the waveguide’s dimensions. What “small” means in this

context is difficult to precisely define, and the attempt is rarely made. When the

leakage is due to partial refraction, as in the case of a mode just below cutoff, ray

optics can provide a reasonably accurate estimate of the leakage [41], along with a

physical picture that some find compelling [41], [72]. However, when the leakage is

due to tunneling, as in the slab waveguide examples presented in this tutorial, there

is no refraction, and in principle no leakage in the limit of small wavelengths. So,

ray optics cannot be used without additional, ad hoc assumptions. Moreover, ray

optics, in contrast to mode-matching methods and finite-difference or finite-element

methods, is ill-suited for use in computational mode solvers. That is particularly

the case in the complex geometries that are becoming increasingly common. As a

consequence, it has been little used in recent years for waveguide analysis.

The rest of this paper is organized as follows: In chapter 2.1, we show the wave

equation and its solutions in slab waveguides. Chapter 2.2 shows wave propagation

and asymptotic analysis in non-leaky waveguides for a uniform medium and a three-

layer slab waveguide. Chapter 2.3 shows the analysis for a W-type slab waveguide.
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Chapter 2.4 shows the analysis for a bandgap slab waveguide. Chapter 2.5 shows

the analysis for a W-type slab waveguide with absorbing layers. In chapter 2.6, we

provide answers to the introductory questions.
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Figure 2.1: The refractive index profile for (a) a three-layer waveguide and (b) a
W-type waveguide.
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2.1 The wave equation and its solutions in slab

waveguides

When polarization effects can be ignored, so that the electric field vector can be

represented by a single component of the vector, then the field in optical waveguides

can be approximately described by the scalar Helmholtz equation [32], [73]. When

we restrict our study to one transverse dimension, as shown in Fig. 2.1, this equation

becomes

∂2A(z, x)

∂z2
+

∂2A(z, x)

∂x2
+ k2

0n
2(x)A(z, x) = 0, (2.1)

where z and x denote the dimensions along and transverse to the waveguide, A(z, x)

is the complex electric field, normalized so that |A(z, x)|2 is the power per unit length,

k0 is the propagation constant in vacuum, which is equal to the ratio of the angular

frequency to the speed of light ω/c, and n(x) is the index of refraction. Here, we

will assume that n(x) is purely real, so that the waveguide has no material losses.

Throughout this chapter, we will refer to power per unit length as simply power.

We will also use the negative carrier frequency convention in which all fields vary

proportional to exp(−iωt), where i =
√−1. While this convention is common among

physicists, electrical engineers typically use the positive carrier frequency convention

in which all fields vary proportional to exp(jωt), where j =
√−1. The optics lit-

erature is split, and one occasionally finds the positive carrier frequency convention

along with the use of i =
√−1, as in [41]. The reader of the optics literature must

always check which convention is being used, since the authors are often not explicit.

While Eq. 2.1 is only approximate in general, it becomes exact when the electric

field only has a y-component, as in the case of a TE mode. Moreover, the basic



15

behavior of leaky modes remains unchanged when the full-vector Maxwell’s equations

are used. Likewise, the basic behavior is unchanged when instead of one transverse

dimension, two transverse dimensions are considered. If we search for solutions to

Eq. 2.1 of the form

A(z, x) = E(x) exp(iβz − iωt), (2.2)

we find that E(x) obeys the equation

d2E(x)

dx2
+ [k2

0n
2(x)− β2]E(x) = 0, (2.3)

where the eigenvalue β corresponds to the propagation constant in the z-direction.

In slab waveguides with the property that n(x) is equal to some constant value

n0 when |x| is larger than some value x0, there are three qualitatively different types

of solutions that can appear, as shown in Fig. 2.2. Beyond |x| = x0 where n = n0,

the field E(x) must be expandable in the form E(x) = E0 exp(ikxx), where kx =

±(k2
0n

2
0 − β2)1/2. First, as shown in Fig. 2.2(a), if β is real and k2

0n
2
0 − β2 < 0,

then kx = ±iα is purely imaginary and the field decays exponentially when |x| > a as

x → ±∞. These solutions are guided mode solutions. Second, as shown in Fig. 2.2(b),

if β is real and k2
0n

2
0−β2 > 0, then kx is purely real, and the field oscillates when |x| > b

as x → ±∞. These solutions are radiation mode solutions. Only a finite number

of β-values, which may equal zero, may be found for which k2
0n

2
0 − β2 < 0, and for

which Eq. 2.3 has guided mode solutions. By contrast, radiation mode solutions may

be found for any value for which k2
0n

2
0 − β2 > 0 [74].

The guided modes and the radiation modes constitute a complete set, by which we

mean that any physically reasonable initial condition A(x, z = 0) can be expanded as

a superposition of guided modes and radiation modes [74], [75]. Leaky mode solutions
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Figure 2.2: Comparison of (a) guided modes, (b) radiation modes, and (c) leaky modes
in a one dimensional waveguide. The solid curves show the mode power outside of a

center region, which depends upon the details of the waveguide index variation.

of the sort shown in Fig. 2.2(c) are not part of this complete set. Equation 2.3 is self-

adjoint, which implies that it is possible to choose both the guided mode solutions

and the radiation mode solutions that make up the complete set so that they are

all real. In all the examples that we will consider, the index of refraction n(x) is

symmetric, i.e., n(x) = n(−x). The asymmetric case is more complicated, but the

basic behavior is unchanged [40], [41]. In the symmetric case, it is possible to choose

the solutions to Eq. 2.3 so that they are even or odd, and we may write

A(z = 0, x) =
N∑

l=1

ÃlEl(x) +
1

π

∞∫

0

Ãe(kx)Ee(kx, x)dkx +
1

π

∞∫

0

Ão(kx)Eo(kx, x)dkx,

(2.4)

where N is the number of guided mode solutions, which may equal zero, the El(x)

are the guided mode solutions to Eq. 2.3, the Ee(kx, x) are the even radiation modes,
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and the Eo(kx, x) are the odd radiation modes. The El(x), Ee(kx, x), and Eo(kx, x)

are all mutually orthogonal. If in addition we choose them to be orthonormal and

real, so that
∞∫

−∞

El(x)Em(x)dx = δlm, (2.5.a)

∞∫

−∞

Ee(kx, x)Ee(k
′
x, x)dx = πδ(kx − k′x), (2.5.b)

∞∫

−∞

Eo(kx, x)Eo(k
′
x, x)dx = πδ(kx − k′x), (2.5.c)

then we find that

Ãl =

∞∫

−∞

A(z = 0, x)El(x)dx, (2.6.a)

Ãe(kx) =

∞∫

−∞

A(z = 0, x)Ee(kx, x)dx, (2.6.b)

Ão(kx) =

∞∫

−∞

A(z = 0, x)Eo(kx, x)dx. (2.6.c)

Equation 2.6.b and 2.6.c are analogous to cosine and sine transforms. It is possible

and often useful to define an analog to the Fourier transform by writing Ã(kx) =

Ãe(kx)−iÃo(kx), E(kx, x) = Ee(kx, x)+iEo(kx, x), Ã(−kx) = Ã∗(kx) and E(−kx, x) =

E∗(kx, x). We now find that Eq. 2.4 becomes

A(z = 0, x) =
N∑

l=1

ÃlEl(x) +
1

2π

∞∫

−∞

Ã(kx)E(kx, x)dkx, (2.7)

and Eqs. 2.6.b and 2.6.c become

Ã(kx) =

∞∫

−∞

A(z = 0, x)E∗(kx, x)dx. (2.8)
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We note that Ee(kx, x) ∝ cos[kxx + φe(kx)] and Eo(kx, x) ∝ sin[kxx + φo(kx)] when

x > |x0| with Ee(kx, x) = Ee(kx,−x) and Eo(kx, x) = −Eo(kx,−x) when x < |x0|,

where in general φe(kx) 6= φo(kx), and we recall that x0 is the value of |x| beyond

which n(x) = n0. As a consequence E(kx, x) contains components proportional to

both exp(ikxx) and exp(−ikxx) as x → ±∞. If the initial field consists of purely

forward-going waves in the z-direction, as would be the case for a beam that is

externally injected into a waveguide, then we may write the solution for all z as

A(z, x) =
N∑

l=1

ÃlEl(x) exp(iβlz) +
1

2π

∞∫

−∞

Ã(kx)E(kx, x) exp[iβ(kx)z]dkx, (2.9)

where we recall that β(kx) = (k2
0n

2
0−k2

x)
1/2. When k2

x > k2
0n

2
0, β(kx) = i(k2

x−k2
0n

2
0)

1/2,

and these contributions to the solution are purely decaying. The energy in these

components will be reflected backwards.

While this formalism is completely general and allows one to determine in princi-

ple the evolution of a wave along a waveguide starting from any initial condition, the

inclusion of radiation modes in the analysis is usually difficult since one must inte-

grate over the continuum of modes, and an exact solution is rarely available. When

the problem is discretized for a numerical solution, the number of modes that must be

included in the analysis is typically quite large. Moreover, this formalism often fails

to capture the essence of the physics. The contribution from the continuous spectrum

of radiation modes can be replaced approximately by a summation of discrete modes,

which are called leaky modes [76]. If we consider for example the three-layer wave-

guide shown in Fig. 2.1(a), then it will have at least one guided mode. By contrast, if

we consider the W-type waveguide shown in Fig. 2.1(b), then it has no guided mode

solutions, and any solution must be expressible in terms of the radiation modes. At
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the same time, it is intuitively clear that when b À a, the W-type waveguide must

have solutions that closely resemble the guided mode solution to the waveguide in

Fig. 2.1(a), and indeed such solutions can be observed to propagate with a slow ex-

ponential decay when an initial condition corresponding to the guided mode in the

three-layer waveguide is launched in the W-type waveguide.

In fact, one can find solutions to Eq. 2.3 for the W-type waveguide that have

nearly the same profiles in some range around x = 0 as the profiles that we observed

computationally when an initial condition that corresponds to the guided-mode solu-

tion in the three-layer waveguide is launched in the W-type waveguide. These leaky

mode solutions have complex propagation constants β, and the attenuation rate cor-

responds to what is observed computationally. However, the leaky mode solutions

have the uncomfortable property that they grow exponentially as x → ±∞, as shown

schematically in Fig. 2.2(c), so that beyond some range of |x|, they no longer resem-

ble the computationally-observed solution. We will show later that this exponential

growth is required by flux conservation. While these leaky modes can be very useful

in practice, and, as noted in the Introduction, they are often what is found by compu-

tational mode solvers, they are not normalizable and thus are not part of a complete

set of basis functions on the infinite line in the usual sense. While mathematical work

is ongoing to explore some unusual senses in which leaky modes are part of a complete

set on the infinite line [72], this work is in its early stages and will not be discussed

here.

In this discussion, we have assumed thus far that the index of refraction n(x)

becomes equal to the same value n0 as x → ±∞. In a slab waveguide, it is possible for

these limits to be different. In that case, instead of just the three possibilities shown
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in Fig. 2.2, additional possibilities appear [46], [48]. As a consequence, the complete

mode decomposition, shown in Eq. 2.7 becomes more complicated. However, the basic

behavior is unchanged by this added complexity. Any mode that grows exponentially

as x → +∞ or as x → −∞ cannot be part of a complete set of basis functions since

they do not satisfy the boundary conditions.

In Secs. 3–5 of this tutorial, we will be presenting computational solutions of

Eq. 2.4 or Eq. 2.9. In numerical calculations, one has a finite spatial window. A

boundary condition should be enforced that ensures that the discretized equations

remain self-adjoint [74] and leads to an orthogonal set of basis functions. In a uniform

medium with periodic boundary conditions, this orthogonal set will be uniformly

spaced in kx and will be doubly-degenerate, allowing the use of complex exponents

as a basis set [74], [77]. In effect, we are discretizing Eq. 2.9. However, in more

complex waveguides, like the three-layer waveguide that we will consider in Sec. 2.2,

the W-type waveguide that we will consider in Sec. 2.3, and the bandgap waveguides

that we will consider in Sec. 2.4, it is no longer possible to choose the even and odd

modes with self-adjoint boundary conditions so that they are degenerate. Hence, we

must in effect discretize Eq. 2.4 with difference choices of the kx-values for the even

and the odd modes. In all cases except for the uniform medium, we use Neumann

boundary conditions, which means that the derivatives of E(kx, x) are zero at the

ends of the transverse spatial window. In all our computational examples, we pick

initial conditions that are initially symmetric around x = 0, so that Ã0(kx) = 0,

and we will only need to determine Ã0(kx) at the allowed values of kx for the even

modes. We keep anywhere from 1,000–20,000 kx-modes, and the boundaries of our

spatial window, x = ±B, are chosen so that B is hundreds to thousand of times
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larger than the initial beam width. We checked these values in every simulation to

ensure that they are large enough, so that all our figures are unaffected by numerical

errors. The number of modes and the spatial window must be large to ensure that

we have good spatial resolution, while at the same time the field remains equal to

zero at the spatial boundary over the entire propagation. We choose λ = 1 µm in

all cases except for the bandgap waveguides in Sec. 2.4. One can obtain results for

different wavelengths by scaling the wavelength, the waveguide dimensions, and the

mode fields, since Maxwell’s equations are scale invariant [78].

When the medium becomes lossy beyond some value in |x| as x → ±∞, as is

always assumed in computational mode solvers based on the finite-difference or finite-

element methods, then the decomposition of an initial condition into a complete set of

modes changes in important ways. First, all modes decay exponentially as x → ±∞,

and there are an infinite number of discrete modes. Hence, any initial condition may

be written in the form

A(z = 0, x) =
∞∑

l=1

Ãl(x)El(x), (2.10)

so that

A(z, x) =
∞∑

l=1

Ãl(x)El(x) exp(iβlz). (2.11)

Radiation modes and leaky modes are no longer present. However, when guided

modes exist in the lossless waveguide, there are modes in discrete set of Eq. 2.10

that closely resemble the guided modes. Likewise, when leaky modes exist, there are

modes in this discrete set that closely resemble the leaky modes up to the values of |x|

where the waveguide becomes lossy. A second major difference from the lossless case

is that Eq. 2.3 is no longer self-adjoint. As a consequence, both El(x) and βl become
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complex, and E∗
l (x) is not a solution of Eq. 2.3. However, Eq. 2.3 is symmetric, by

which we mean that

∞∫

−∞

f(x)

{
d2

dx2
+ [k2

0n(x)− β2]

}
g(x)dx

=

∞∫

−∞

g(x)

{
d2

dx2
+ [k2

0n(x)− β2]

}
f(x)dx (2.12)

for any f(x) and g(x) for which the integrals exist. As a consequence, the El(x) are

self-dual and we may determine the Ãl by using the relation

Ãl =

∞∫

−∞

A(z = 0, x)El(x)dx. (2.13)

The appropriate normalization condition is

∞∫

−∞

E2
l (x)dx = 1, (2.14)

which sets the overall phase as well as the amplitude of El(x). Because El(x) is

complex, one might worry that the integral in Eq. 2.14 could equal zero, in which

case El(x) is not normalizable. However, that cannot happen at least for any finite

discretization because Eq. 2.3 is symmetric and hence normal [79].

In the reminder of the chapter, we will elucidate the relationship between the

leaky modes and the modes that form a complete basis set in the lossless guide, as

describe in Eqs. 2.4–2.9. We will also elucidate the relationship between the leaky

modes and the modes in a lossy waveguide, as described in Eqs. 2.10, 2.11, 2.13,

and 2.14. While these two descriptions are quite different, we will find that the they

yield nearly identical behavior for nearly-confined light over some range of |x| and
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|z|. We will also elucidate the relationship between the leaky modes and the modes

that are found by computational mode solvers.
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2.2 Non-leaky structures

In this section, we consider two non-leaky waveguides that we will compare to the

leaky waveguides. The first is a uniform waveguide in which simple diffraction occurs,

and the intensity decays algebraically rather than exponentially as z → ∞. The

second is the three-layer waveguide shown in Fig. 2.1(a).

2.2.1 Uniform medium

In this case, we only have radiation modes, and they are the standard Fourier modes.

Referring to Eq. 2.9, we find N = 0 and E(kx, x) = exp(ikxx). It follows that at any

point z along the waveguide we may write

A(z, x) =
1

2π

∞∫

−∞

Ã(kx) exp[ikxx + iβ(kx)z]dkx, (2.15)

where Ã(kx) =
∞∫
−∞

A(z = 0, x) exp(−ikxx)dx.

In most cases, it is not possible to find an analytical solution to Eq. 2.15. An

important exception is when the beam is initially Gaussian-distributed so that A(z =

0, x) = A0 exp(−x2/2w2), where w is the initial beam width. In this case, we find

Ã(kx) = A0

∞∫

−∞

exp(−x2/2w2) exp(−ikxx)dx =
√

2πwA0 exp(−k2
xw

2/2), (2.16)

In the paraxial approximation, which often holds in optical waveguides, we may

assume that k0n0 À kx, so that β(kx) ' k0n0[1− (k2
x/2k

2
0n

2
0)], where n0 is the index
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of the uniform waveguide. Equation 2.9 then becomes

A(z, x) =
wA0 exp(ik0n0z)√

2π

∞∫

−∞

exp

[
−1

2

(
w2 +

iz

k0n0

)
k2

x + ikxx

]
dkx

=
wA0 exp(ik0n0z)

(w2 + iz/k0n0)1/2
exp

[ −x2

2(w2 + iz/k0n0)

]
. (2.17)

We see that the field remains Gaussian-distributed, but the argument becomes com-

plex, corresponding to the development of a curved phase front. The intensity per

unit length |A(z, x)|2 becomes

|A(z, x)|2 =
w2A2

0

(w4 + z2/k2
0n

2
0)

1/2
exp

[ −w2x2

(w4 + z2/k2
0n

2
0)

]
. (2.18)

When z À k0n0w
2 = 2πw2n0/λ, where λ is the vacuum wavelength, we find that

the on-axis intensity per unit length decreases as z−1 and the beam width spreads

proportional to z.

As a special case of the Gaussian beam, we may consider the case w = λ, corre-

sponding to a relatively narrow beam. In Fig. 2.3, we plot P (kx) = |Ã(kx)|2/ max[|Ã(kx)|2].

As kx increases P (kx) decreases, and when it falls to 0.01, we find that β(kx)/β(kx =

0) = 0.94, so that the propagation is nearly paraxial. We also show for reference

the real part of the effective index Re(neff) as a function of kx. The effective in-

dex, neff = β/k0, equals the ratio of the propagation constant to the wavenum-

ber k0. In Fig. 2.4, we show a movie of the beam as it propagates through the

medium. We solve Eq. 2.9 after discretization with the Gaussian input beam profile,

A(z = 0, x) = exp(−x2/2w2), setting w = λ. We then multiply A(z, x) by exp(−iωt)

and allow ωt to increase, where ω is the angular frequency of the input wave. We show

the real part of the field in Fig. 2.4. We use a spatial transverse limit of B = 500λ,
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Figure 2.3: The normalized spectral power density P (kx) = |Ã(kx)|2/ max[|Ã(kx)|2]
and the real part of neff as a function of kx.

and 1000 kx-modes. As noted in Sec. 2.1, the kx-modes are uniformly spaced in this

cases. We set n0 = 1.45, which is a typical value for silica waveguides.

The same qualitative features are present with almost any initial beam shape

when z becomes large, as may be shown using the method of stationary phase [80].

We may rewrite Eq. 2.9 in the form:

A(z, x) =
1

2π

∞∫

−∞

Ã(kx) exp [ikxx + iβ(kx)z] dkx =
1

2π

∞∫

−∞

Ã(kx) exp(iφ)dkx. (2.19)

Expanding φ = kxx+β(kx)z about the point kx = ks, we find φ = φ(0)+φ(1)(kx−ks)+

(1/2)φ(2)(kx−ks)
2 + higher order terms, where φ(0) = ksx+β(ks)z, φ(1) = x+β′(ks)z,

φ(2) = β′′(ks)z. We have written β′(ks) = dβ/dkx at kx = ks and β′′(ks) = d2β/d2kx

at kx = ks. From the expansion β(kx) = (k2
0n

2
0 − k2

x)
1/2, we find β′(kx) = −kx/β(kx).

The stationary phase point satisfies the condition 0 = φ(1) = x−ksz/β(ks). It follows

that ks = [x/(x2 + z2)1/2]k0n0 and β(ks) = [z/(x2 + z2)1/2]k0n0. Using this result, we

find that φ(0) = (1+x2/z2)1/2k0n0z and φ(2) = −(1+x2/z2)3/2(z/k0n0). Equation 2.19
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Figure 2.4: Wave propagation in a uniform medium. Light is injected into a uniform

medium at z = 0. The movie shows the real part of the electric field.

now becomes

A(z, x) =
1

2π
exp

[
i

(
1 +

x2

z2

)1/2

k0n0z

] ∞∫

−∞

Ã(kx) exp

[
− i

2

(
1 +

x2

z2

)3/2
z

k0n0

(kx − ks)
2

]
dkx.

(2.20)

As z becomes larger, the oscillations about the stationary phase point kx = ks become

increasingly more rapid, so, to lowest order in an expansion in increasing powers of

z, we may replace Ã(kx) with Ã(ks), and Eq. 2.20 becomes

A(z, x) =
1

2π
exp

[
i

(
1 +

x2

z2

)1/2

k0n0z

]
Ã

[
x

(x2 + z2)1/2
k0n0

]

∞∫

−∞

exp

[
− i

2

(
1 +

x2

z2

)3/2
z

k0n0

(kx − ks)
2

]
dkx

=
1− i

2
√

π

(
1 +

x2

z2

)−3/4 (
k0n0

z

)1/2

exp

[
i

(
1 +

x2

z2

)1/2

k0n0z

]

Ã

[
x

(x2 + z2)1/2
k0n0

]
. (2.21)
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In the paraxial limit, which is of greatest practical interest, Eq. 2.21 reduces to

A(z, x) =
1− i

2
√

π

(
k0n0

z

)1/2

exp(ik0n0z)Ã
(x

z
k0n0

)
, (2.22)

and the intensity per unit length becomes

|A(z, x)|2 =
1

2π

k0n0

z

∣∣∣Ã
(x

z
k0n0

)∣∣∣
2

. (2.23)

Hence, any initial condition ultimately resembles its initial Fourier transform, dimin-

ishes proportional to z−1 for any fixed ratio x/z and has a width that is proportional

to z.

Equation 2.20 is the first term in an asymptotic expansion of A(z, x) in powers

of z−1/2. Corrections will be small as long as z À k0n0w
2, where w is the initial

beam width. This limit, referred to as the Fresnel limit, is rapidly reached in most

applications. In the case of the Gaussian beam, this limit can be obtained directly

from the complex solution that is shown in Eqs. 2.17 and 2.18. In Fig. 2.5, we show

Inorm = |A(z, x = 0)|2/|A(z = 0, x = 0)|2, the on-axis normalized intensity per unit

length, for both the complete and first-order asymptotic solutions in the case of the

Gaussian beam. At the point z/λ = 20, the two solutions are nearly indistinguishable.

2.2.2 Three-layer waveguide

A simple waveguide that has guided modes as well as radiation modes is the three-

layer symmetric waveguide, shown in Fig. 2.1(a). As long as n1 > n0, this waveguide

has at least one guided mode [73]. We note that since the waveguide is symmetric,

all modes must be even or odd, or must be the superposition of two degenerate mode

in the case of radiation modes, where there is one even and one odd mode for each

allowed value of β.
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Figure 2.5: Inorm = |A(z, x = 0)|2/|A(z = 0, x = 0)|2 as a function z/λ for a Gaus-
sian beam. Blue circles represent the complete solution, while the red solid curve

represents the lowest-order asymptotic approximation.

From the wave equation, Eq. 2.3, we find that the even guided modes are express-

ible as

E(x) =

{
C1 cos(kcx) |x| ≤ a

C0 exp(−α|x|) a ≤ |x| , (2.24)

where α = [β2(α) − k2
0n

2
0]

1/2 and kc = (k2
0n

2
1 − β2)1/2 = [k2

0(n
2
1 − n2

0) − α2]1/2. Con-

sequently, the guided modes must satisfy the condition k2
c < k2

0(n
2
1 − n2

0). Any mode

that satisfies Eq. 3 and its derivative must be continuous at the slab interfaces, from

which we infer

C1 cos(kca) = C0 exp(−αa), (2.25.a)

kcC1 sin(kca) = αC0 exp(−αa), (2.25.b)

which yields the dispersion relation

kc tan(kca) = α = [(k2
0(n

2
1 − n2

0)− k2
c ]

1/2. (2.26)

This transcendental relation always has at least one solution and will have at least
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two if k0a(n2
1 − n2

0)
1/2 > π. The orthonormality condition Eq. 2.5 becomes [73]

1 =

∞∫

−∞

E2(x)dx = C2
1

[
a +

sin(2kca)

2kc

+
cos2(kca)

α

]
. (2.27)

The discussion for the odd guided modes is similar. When x > 0, we find

E(x) =

{
C1 sin(kcx) 0 ≤ x ≤ a

C0 exp(−αx) a ≤ x
, (2.28)

and E(x) = −E(−x), when x < 0. The dispersion relation becomes

−kc cot(kca) = α = [k2
0(n

2
1 − n2

0)− k2
c ]

1/2, (2.29)

which will have at least one solution as long as k0a(n2
1 − n2

0)
1/2 > π/2. Conversely,

there is only one even guided mode when k0a(n2
1 − n2

0)
1/2 < π/2. Quite generally, it

follows from Sturm-Liouville theory that the propagation numbers for the even and

odd modes are interleaved and are non-degenerate [77].

When x > 0, the even radiation mode may be written

Ee(kx, x) =

{
C1e cos(kcx) 0 ≤ x ≤ a

C0e cos(kxx + φe) a ≤ x
, (2.30)

and odd radiation mode solutions may be written

Eo(kx, x) =

{
C1o sin(kcx) 0 ≤ x ≤ a

C0o sin(kxx + φo) a ≤ x
, (2.31)

with Ee(kx, x) = Ee(kx,−x) and Eo(kx, x) = −Eo(kx,−x) when x < 0. Any value of

kx is allowed, and we find β(kx) = (k2
0n

2
0 − k2

x)
1/2 and kc(kx) = [k2

0(n
2
1 − n2

0) + k2
x]

1/2.

Taking the combination E(kx, x) = Ee(kx, x)+ iEo(kx, x) at each value of kx, we may

write

E(kx, x) =

{
C1 exp(ikcx) 0 ≤ x ≤ a

C0 exp(ikxx) + D0 exp(−ikxx) a ≤ x
, (2.32)
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where C1 = C1e = C1o, C0 = [C0e exp(iφe)+C0o exp(iφo)]/2, and D0 = [D0e exp(−iφe)−

C0o exp(−iφo)]/2 when x > 0 and E(kx, x) = E∗(kx,−x) when x < 0. From the con-

tinuity of E(kx, x) and its derivative at x = a, we find

C1 exp(ikca) = C0 exp(ikxa) + D0 exp(−ikxa), (2.33.a)

ikcC1 exp(ikca) = ikxC0 exp(ikxa)− ikxD0 exp(−ikxa), (2.33.b)

which determines the ratios D0/C1 and C0/C1. From the orthogonality condition,

Eq. 2.5, we find |C0|2 + |D0|2 = 1. The solution given in Eq. 2.32 is like the solutions

E(kx, x) = exp(ikxx) that we found in the case of the uniform medium. However,

there is one important difference. when kx > 0, the solution in the uniform medium

propagates rightward, which means that it is purely outgoing as x → +∞ and is

purely incoming as x → −∞. The opposite holds, when kx < 0. By contrast, the

solution in Eq. 2.32 has both incoming and outgoing components as x → ±∞.

We now consider as an example a medium in which n1 = 1.45 and n0 = 0.96n1 =

1.39. The width in the center region is chosen so that k0a(h2
1 − n2

0)
1/2 = 1, which

implies a = 0.39λ. There is only one guided mode [73], and we consider a Gaussian

input beam A(z = 0, x) = A0 exp(−x2/2a2), where a is half the width of the central

layer, as shown in Fig. 2.1. In this example, 70% of the initial power is in the guided

mode, and the rest is in the radiation modes. We discretize the radiation contribution

to Eq. 2.4 using Neumann boundary conditions, as discussed in Sec. 2.1. For even

modes, we insert the ratios D0/C1 and C0/C1 that we obtained from Eq. 2.33 into

Eq. 2.32. We set dE/dx = 0 at x = ±B, and we then obtain

tan[kx(B − a)] +
kc

kx

tan(kca) = 0. (2.34)
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Figure 2.6: The normalized spectral power density P (kx) = |Ã(kx)|2/ max[|Ã(kx)|2]
and the Re(neff) as a function of kx.

We note for completeness that the corresponding dispersion relation for the odd modes

is

tan[kx(B − a)]− kc

kx

cot(kca) = 0, (2.35)

although we will not need the odd modes in this example since the initial condition

is symmetric. We keep 2,000 kx-modes, and we set B = 500a. The function Ã(kx) =

Ãe(kx) is purely real in this case, and we show |Ã(kx)|2 normalized to its maximum

for kx > 0 in Fig. 2.6. We also show for reference the real part of the effective index

Re(neff) as a function of kx. Note that neff is a purely real number when kx < n0k0,

and neff becomes a purely imaginary number when kx > n0k0. As in the case of the

uniform guide, the radiation components for which kx > n0k0 do not propagate. They

are exponentionally damped, and their energy will be reflected back.

In Fig. 2.7, we show a movie of the wave propagation in the z-direction. The

waveguide parameters are the same as in Fig. 2.6. We keep 2,000 kx-modes, and we

set B = 1, 000a. As expected, the Gaussian input profile separates into a guided-wave

component that propagates without diminishing and a diffractive component that

diminishes algebraically, not exponentially. The behavior of the diffractive component
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Figure 2.7: Wave propagation in a three-layer waveguide. The light is injected into

the waveguide at z = 0. The movie shows the real part of the electric field. The black

dashed lines indicate x = ±a.

in the three-layer waveguide is qualitatively similar to the behavior of a beam in the

uniform medium.

We find, as in the case of the uniform medium that the solution spreads propor-

tional to z and that the intensity per unit length diminishes proportional to z−1. We

may now once again use the method of stationary phase to obtain the contribution of

the radiation modes in the Fresnel limit when z À k0n0w
2 for the three-layer wave-

guide. Focusing on the radiation field contribution Arad to the total field, we rewrite

this field at z in the form

Arad(z, x) =
1

2π

∞∫

−∞

Ã(kx)E(kx, x) exp [iβ(kx)z] dkx =
1

2π

∞∫

−∞

Ã(kx)E(kx, x) exp(iφ)dkx.

(2.36)

There is no analytical solution of this equation. Hence, for x = 0, we proceed by
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writing

Arad(z, x = 0) =
1

2π

∞∫

−∞

Ã(kx)E(kx, 0) exp(iφ)dkx. (2.37)

Expanding φ = β(kx)z about the point kx = ks, we find φ = φ(0) + φ(1)(kx − ks) +

(1/2)φ(2)(kx − ks)
2 + higher order terms, where φ(0) = β(ks)z, φ(1) = β′(ks)z, φ(2) =

β′′(ks)z, the stationary phase point satisfies the condition 0 = φ(1) = −ksz/β(ks). It

follows that ks = 0 and β(ks) = k0n0. Using this result, we find that φ(0) = k0n0z and

φ(2) = −(z/k0n0). We also write Ã(kx) and E(kx, 0) as a Taylor series, from which

we obtain Ã(kx) = Ã(ks) + Ã′(kx)(kx − ks) + higher order terms and E(kx, 0) =

E(ks, 0) + E ′(ks, 0)(kx − ks) + higher order terms. Both Ã(kx) and E(kx, 0) are zero

at kx = 0. Equation 2.37 now becomes

Arad(z, x = 0) =
1

2π
exp [ik0n0z]

∞∫

−∞

Ã′(0)E ′(0, 0)k2
x exp

[
− i

2

z

k0n0

k2
x

]
dkx

=
1 + i

2
√

π
exp(ik0n0z)Ã′(0)E ′(0, 0)

(
k0n0

z

)3/2

. (2.38)

The power then becomes

|Arad(z, x = 0)|2 =
1

2π

(
k0n0

z

)3 ∣∣∣Ã′(0)E ′(0, 0)
∣∣∣
2

. (2.39)

Hence, the power at x = 0 diminishes proportional to z−3. At other values of x/z,

the power at Ã(ks) 6= 0, and the power will diminish proportional to z−1 at large z,

just as is the case in the uniform medium.

In Fig. 2.8, we show Inorm = |A(z, x = 0)|2/|A(z = 0, x = 0)|2 as a function of z/λ.

The blue circles represent the power calculated by solving the propagation equation,

Eq. 2.4 using the complete decomposition. The red dashed curve represents the sum
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Figure 2.8: Inorm = |A(z, x = 0)|2/|A(z = 0, x = 0)|2 as a function of z/λ for
a Gaussian beam. The blue circles represent the power calculated by solving the

propagation equation, Eq. 2.4 using the complete decomposition, while the red dashed

curve represents the sum of the asymptotic approximation from Eq. 2.39 and the

guided mode contribution.

of the fundamental mode propagation and the steepest descent estimated according

to Eq. 2.39. The numerical integration and asymptotic analysis agree at z > 10λ.

The steepest descent approach that we have used to evaluate the radiation inte-

grals is a powerful mathematical technique that will allow us in the following sections

to separate the leaky mode contributions to the radiation integrals from the diffractive

contributions.
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2.3 W-type slab waveguide

We now turn to consideration of what is perhaps the simplest waveguide that has

leaky modes — the W-type waveguide whose profile is shown in Fig. 2.1(b). A

solution to Eq. 2.3 is purely outgoing when x > b as x → +∞ if E(x) ∝ exp(ik+
x x)

where Re(k+
x ) > 0 and is purely incoming if Re(k+

x ) < 0. A solution to Eq. 2.3 is

purely outgoing when x < −b as x → −∞ if E(x) ∝ exp(ik−x x) where Re(k−x ) < 0.

A leaky mode is defined as a solution to Eq. 2.3 that has no incoming components as

x → ±∞ and has an outgoing component either as x → +∞ or x → −∞ or both.

In an asymmetric guide, it is possible for a leaky mode to be guided on one side and

outgoing on the other, but in a symmetric guide, like that shown in Fig. 2.1(b), it

must be purely outgoing as x → ±∞. Just as a waveguide may not have guided mode

solutions, it may not have leaky mode solutions. For example, the uniform waveguide

that we considered in Sec. 2.2.1 only has solutions that are incoming as x → −∞

if they are outgoing as x → +∞ and vice versa since E(kx, x) = exp(ikxx). When

leaky mode solutions exist, their growth rate as x → ±∞ must be small in order for

them to be of practical interest.

2.3.1 Leaky mode analysis

We focus on the index profiles, shown in Fig. 2.1(b) for which n(x) = n0 for |x| ≤ a,

n(x) = n1 a ≤ |x| ≤ b, and n(x) = n0 for b < |x|. We will search for a solution that
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when x > 0 that may be written

E(x) =





C cos kxx 0 ≤ x ≤ a

C cos(kxa)

cosh(αa + φ)
cosh(αx + φ) a ≤ x ≤ b

C cos(kxa) cosh(αb + φ)

cosh(αa + φ)
exp[ikx(x− b)] b ≤ x

, (2.40)

where kx = (k2
0n

2
0−β2)1/2 and α = (β2−k2

0n
2
1)

1/2. When x < 0, we set E(−x) = E(x),

so that the solution is even. We also demand Re(kx) > 0, so that the solution is

outgoing as x → ±∞. By matching the x-derivatives of the fields at x = a and b, we

obtain

kx tan(kxa) = −α tanh(αa + φ), (2.41.a)

α tanh(αb + φ) = ikx. (2.41.b)

Eliminating the constant φ, we obtain the dispersion relation for the W-type wave-

guide [81],

tan(kxa) =
α

kx

tanh

[
tanh−1

(
−i

kx

α

)
+ α(b− a)

]
. (2.42)

We now consider a specific numerical example that is closely related to the three-

layer waveguide that we considered in Sec. 2.2.1. In this example, we set n0 = 1.45

and n1 = 0.96n0 = 1.39, which is the same ratio as in the three-layer waveguide,

except that the roles of n0 and n1 are interchanged, because it is now the higher-index

material that is present when x →∞. The width in the center region is chosen so that

k0a(n2
0−n2

1)
1/2 = 1 and b/a = 5, so that a = 0.39λ and b = 1.96λ. With these choices,

the waveguide is the same up to |x| ≤ b as in the case of the three-layer waveguide. In

Fig. 2.9, we show a logarithmic plot of the absolute value of e, the difference between

the left and right sides of Eq. 2.42, as a function of real and imaginary part of neff .
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Figure 2.9: Logarithm of the magnitude of the difference between the left and right

hand side of Eq. 2.42.

There is evidently a pole in the plot, corresponding to a resonance of Eq. 2.42. To

find its location accurately, we first find the derivative along the real axis and then

determine its derivative in the imaginary direction using the Cauchy-Riemann relation

for e [82]. We then use the Newton-Raphson method to find the point where e → 0.

In the case considered here, we obtain neff = β/k0 = 1.4185997 + 1.577× 10−4i. We

have written the answer to eight significant figures, because the imaginary part is four

orders of magnitude smaller than the real part. It is typical in practical problems for

the imaginary part of β to be much smaller than the real part. However, obtaining

this level of accuracy is not a problem in a modern-day 32-bit computer that has

approximately 15 digits of accuracy for a double precision number.

2.3.2 Perturbation analysis

We now analyze this same problem using perturbation theory. From a practical stand-

point, it becomes increasingly difficult to obtain the imaginary part of β accurately
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as b/a increases, since the imaginary part of β rapidly decreases, and when close to 15

digits of accuracy are needed, one will typically have large computational round-off

errors. At the same time, this limit is precisely the one in which perturbation the-

ory is expected to work well and can substantially decrease the computational time

required to find Im(β) [57]. From a conceptual standpoint, the leaky modes in a

W-type waveguide, shown in Fig. 2.1(b), are expected to be a slight modification of

the corresponding guided modes in the corresponding three-layer waveguide, shown

in Fig. 2.1(a). Perturbation theory allows us to make this connection directly. We

begin by writing β ' β0+∆β, where β0 is the propagation constant for the three-layer

waveguide. We then have

kx = [(k0n1)
2 − (β0 + ∆β)2]1/2 ≈ kx0 − β0∆β/kx0, (2.43.a)

α = [(β0 + ∆β)2 − (k0n0)
2]1/2 ≈ α0 + β0∆β/α0, (2.43.b)

where kx0 and α0 are the solution for the corresponding three-layer waveguide. We

may now substitute these expressions into the dispersion relation, Eq. 2.42, and carry

out a Taylor expansion in powers of ∆β, keeping only the zero-order and first-order

term. Solving for ∆β, we obtain

∆β =
2 exp[−2α0(b− a)][ik2

x0 tan(kx0a) + α2
0]

β0MW

, (2.44)

where

MW = 2 + (α0/kx0 − kx0/α0)[i + tan(kx0a)] + a(α0 − ikx0)[1 + tan2(kx0a)]− 2i tan(kx0a)

+{4α0(b− a)− 4 + 2iakx0[1 + tan2(kx0a)] + 4i tan(kx0a)

+4i tan(kx0a)(b− a)kx0/α0} exp[−2α0(b− a)]. (2.45)
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We now find that neff = β/k0 = 1.4185997+1.567× 10−4i, and we see that the direct

computation of Im(β) and the result from perturbation theory agree to three decimal

place.

2.3.3 Physical explanation of the exponential decay

The exponential decay in z implies that there is an exponential growth in |x|. Math-

ematically, Eqs. 2.43 and 2.44 implies that a positive imaginary component change in

β, corresponding to decay in z, implies a negative imaginary change in kx and growth

in |x|. From a physical standpoint, we may understand this growth as a consequence

of flux conservation.

The Helmholtz equation, Eq. 2.1, has a conserved time-averaged flux that may be

written

F(z, x) = (1/2iω)[A∗(z, x)5 A(z, x)− A(z, x)5 A∗(z, x)], (2.46)

where 5(·) = ẑ∂/∂z + x̂∂/∂x is the transverse gradient operator. Using Eq. 2.1, we

find that 5 ·F = 0. When A(z, x) corresponds to a TE wave, then F is proportional

to the Poynting flux. If A(z, x) = E(x) exp(iβz) is a waveguide mode, then Fz, the z-

component of F, becomes Fz = [Re(β)/ω]|A(x)|2, which is positive definite. Referring

to Fig. 2.10, flux conservation implies that the inward flux must equal the outward

when integrated over the sides of the rectangles defined by the z-values z1 and z2

and by any two values of x, for example x = ±A or x = ±B. When x = ±A, the

difference between the flux entering at z = z1 and leaving at z = z2 is proportional

to [1 − exp(−2Im(β)|z1 − z2|)]
∫ A

−A
|E(x)|2dx, and when x = ±B, the difference is

proportional to [1− exp(−2Im(β)|z1 − z2|)]
∫ B

−B
|E(x)|2dx. Since the second integral

is larger than the first, the flux that exits from the sides at |x| = ±B must be larger
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Figure 2.10: Schematic illustration of the flux flow.

than the flux that exits from the sides at |x| = ±A, as long as the waves that exit

from the sides are purely outgoing, as is the case for the leaky mode at sufficiently

large |x|. This increase is only possible if |E(x)| increases as well.

2.3.4 Radiation mode decomposition

There are no guided modes in the W-type waveguide. As a consequence, it must

be possible to express any square-integrable initial condition as a superposition of

radiation modes, just as in the case of the uniform waveguide. At the same time

when b À a, we expect the behavior to resemble the behavior in the three-layer

waveguide and in particular when the initial profile is close to the guided mode, as

was the case with the Gaussian profile that we showed in Sec. 2.2.2, we expect the

evolution to closely resemble that of the leaky mode in the central waveguide region.

In this chapter, we will show how a superposition of the radiation modes leads to

leaky behavior in a W-type waveguide.
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Figure 2.11: The normalized spectral power density P (kx) = |Ã(kx)|2/ max[|Ã(kx)|2]
and the real part of effective index Re(neff) as a function of kx/k0.

When x > 0, the radiation modes may be written as [83]

E(x) =





C2 exp(ikxx) 0 ≤ x ≤ a

C1 exp(−αx) + D1 exp(αx) a ≤ x ≤ b

C0 exp(−ikxx) + D0 exp(ikxx) b ≤ x

, (2.47)

where β(kx) = (k2
0n

2
0 − k2

x)
1/2 and α(kx) = [k2

0(n
2
0 − n2

1) − k2
x]

1/2. When x < 0, we

find E(kx, x) = E∗(kx,−x), and kx can have any real value. Note that in contrast

to the leaky mode ansatz in Eq. 2.40, the radiation modes include both incoming

and outgoing waves. Equation 2.47 has both incoming and outgoing components at

|x| > b, in contrast to Eq. 2.47, which only has outgoing component at |x| > b. We

may find the dispersion relation by matching E(kx, x) and its derivatives at x = a and

x = b, and the orthonormality condition becomes |C0|2 + |D0|2 = 1. The dispersion

relation in this case is complicated, and we do not show it here.

In Fig. 2.11, we show the normalized coefficient P (kx) = |Ã(kx)|2/ max(|Ã(kx)|2)

and Re(neff) for the same Gaussian input beam that we considered in Sec. 2.2.2 in

which A(z = 0, x) = exp(−x2/2a2), where a is half of the center layer width, as shown



43

in Fig. 2.1. We calculated Ã(kx) computationally, starting from the expression

Ã(kx) =

∞∫

−∞

A(z = 0, x)E∗(kx, x)dx. (2.48)

using the decomposition procedure described in Sec. 2.1 with 2,000 kx-modes and with

B = 2, 000a. We find that P (kx) is sharply peaked around a value of kx that we denote

kr. This resonant behavior of Ã(kx) differs sharply from that of the uniform waveguide

or the analogous three-layer waveguide, in which Ã(kx) varied smoothly. There is a

smoothly-varying portion of Ã(kx), in which k2
x > k2

0(n
2
0 − n2

1), that corresponds to

a diffractive contribution, analogous to the diffractive contribution in the three-layer

waveguide. However, we find that as a result of the resonant behavior of Ã(kx),

the integral will become dominated at an early stage of evolution by the behavior

near kx = kr, rather than the stationary phase points of β(kx). There will also be

a Lorentzian peak when kx = −kr, in addition to the Lorentzian peak at kx = kr.

A close examination of Ã(kx)E(kx, x = 0) shows that the Lorentzian peaks that

dominate its behavior have a Lorentzian (single-pole) shape, so that we may write to

good approximation

Ã(kx)E(kx, x = 0) = −ikiÃ(kr)E(kr, x = 0)

kx − kr − iki

+
ikiÃ(−kr)E(−kr, x = 0)

kx + kr + iki

. (2.49)

Lorentzian peaks like the ones in Eq. 2.49 always appear when leaky modes are present!

These Lorentzian peaks and the corresponding poles in the complex kx-domain are

the signature of a leaky mode. Just as −i/(kx − kr − iki) + i/(kx + kr + iki) is the

Fourier transform in the ordinary sense of exp[(ikr − ki)|x|] when ki > 0, it is also

the transform of this function in a generalized-function or distribution sense when

ki < 0 [84]. Hence, we find that kr corresponds to the oscillation wavenumber of the
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leaky mode when |x| > b and is nearly equal to kc in the corresponding waveguide,

while |ki| corresponds to the leaky mode’s transverse exponentiation factor when

|x| > b. From Eq. 2.49, it also follows that |ki| corresponds to the width of the

Lorentzian peaks in the kx-domain. When b − a increases, we find that |ki| rapidly

decreases, and the Lorentzian peaks tend toward δ-functions, while kr becomes exactly

equal to kc. In general, it must be the case that |ki| ¿ kr in order for a leaky mode

to propagate for an observable distance. That is the case in the example discussed

here, and we thus find the following equation by using the residue theorem [82]

A(z, x = 0) =
1

2π

∞∫

−∞

Ã(kx)E(kx, x = 0) exp[iβ(kx)z]dkx

' 1

2
kiÃ(kr)E(kr, x = 0) exp[iβrz − βiz] + c.c., (2.50)

where βr = Re[β(kx = kr + iki)] ' β(kr) and βi = Im[β(kx = kr + iki)] '

−krki/
√

k2
0n

2
0 − k2

r = ki∂β/∂kx|kx=kr . We find Re(neff) = Re(βr/k0) = 1.4185984

and Im(neff) = Im(βi/k0) = 1.588× 10−4, which are close to the values that we found

from the leaky mode analysis. Equation 2.50 shows the intuitively expected result

that A(z, x = 0) is approximately proportional to Ã(kr), which is the overlap integral

of A(z = 0, x) with the mode at kx = kr that corresponds closely to the guided mode

in the three-layer waveguide. We find that Ã(kx) and E(kx, x = 0) have the same

shape around kx = kr. Both are sharply peaked. Finally, A(z, x = 0) has an expo-

nential decay rate in z that is inversely proportional to the width of the resonance

in Ã(kx). In Fig. 2.12, we show a movie of the evolution of a Gaussian input beam

in a W-type waveguide with A(z = 0, x) = exp(−x2/2a2), just as in the three-layer

waveguide simulation in Fig. 7. The waveguide parameters are the same that we used

in Fig. 2.9, i.e., n0 = 1.45, n1 = 0.96n0, k0a(n2
0 − n2

1)
1/2 = 1, and b/a = 5. We keep
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Figure 2.12: Wave propagation in a W-type waveguide. Light is injected into the W-

type waveguide at z = 0. The black dash-dotted lines and black dashed lines indicate

x = ±a and x = ±b, respectively. The movie shows the real part of the electric field.

1,000 kx-modes, and we set B = 2, 000a. After an initial transient in which a portion

of the initial beam rapidly diffracts, the beam settles down into the shape of the leaky

mode in the central region of waveguide |x| < b, after which the gradual exponential

loss is visible.

This discussion assumes that the change in β(kx)z is much less than one over the

Lorentzian linewidth. This assumption will eventually break down as z increases, and

the beam evolution will no longer be exponential. We will discuss this point shortly.

2.3.5 Comparison and analysis

Figure 2.13 shows Im(neff) as a function of b/a. As the ratio b/a increases, all the

methods that we have used for calculating βi — the direct determination of the leaky

mode solution, the perturbation method, and the determination from the radiation

mode solutions — yield nearly identical results. The linear falloff on a logarithmic
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Figure 2.13: Im(neff) as a function of b/a. The blue solid curve, green dash-dotted
curve, and red dashed curve represent the leakage loss calculated from the direct

determination of the leaky mode solution, the perturbation method, and the deter-

mination from the radiation mode solution, respectively.

plot indicates that imaginary part of neff decreases exponentially as b/a increases.

This falloff is expected since the magnitude of the nearly guided mode decreases

exponentially before reaching the interfaces at x = ±b.

Figure 2.14 shows a movie of the transverse mode for the Gaussian input beam

that we considered in Fig. 2.7 as it propagates along the W-type waveguide. We keep

5,000 kx-modes, and we set B = 8, 000a. The waveguide parameters are the same as

in Figs. 2.9 and 2.12. The red dashed curve indicates the leaky mode solution. The

mode profiles are normalized to 1 at x = 0, so that the attenuation as z increases is

not visible. The two solutions overlap in the center, showing that the mode preserves

its shape. The exponential increase as x → ±∞ that is expected for a leaky mode is

also apparent in both solutions. However, the dynamical solution has the following

characteristics: First, a portion of the the beam that is mismatched to the leaky

mode in the central region of the waveguide rapidly diffracts. Second, as the beam
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Figure 2.14: Movie of the transverse mode evolution as the mode propagates along

a W-type slab waveguide. The red dashed curve and blue solid curve represent the

transverse mode power from the leaky mode and the actual profile that is found by

integrating Eq. 2.4. The black dashed lines indicate x = ±b.

propagates along the z-direction, the beam’s power gradually increases in the cladding

region of the waveguide, |x| > b, and resembles the leaky mode profile over larger

values of |x|. Hence, the power that is radiated from the core is actually not lost since

it is simply redistributed from the core into the cladding region. Third, the dynamic

solution has a front in ±x beyond which it rapidly tends to zero. The oscillations in

Fig. 2.14 are due to phase interference from different points along the initial x-profile,

analogous to the oscillations that are observed in Fraunhoffer diffraction from a single

slit.

We noted earlier that as z becomes large, we expect the exponential decay to cease.

Mathematically, this effect will occur when the change in β(kx)z over the bandwidth

of the Lorentzian peak becomes large. The stationary phase point of β(kx) will once

again dominate the solution, and the wave should exhibit algebraic decay that is

consistent with diffraction, rather than the exponential decay that is characteristic

of leakage. This long-term diffraction should not be confused with the early-term
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Figure 2.15: Inorm = |A(z, x = 0)|2/|A(z = 0, x = 0)|2 as a function of z/λ for
a Gaussian beam with b/a = 2.5. The red dashed curve shows the power of the
field using numerical integration. The green dash-dotted and green solid curves show

respectively the steepest descent analysis for the evolution at x = 0 and the leaky

mode evolution. The blue solid curve shows the Inorm that is calculated by summing

the fields from the steepest descent analysis that were used to produce I and II.

diffraction that is observed immediately after a beam is launched into the waveguide.

In contrast to the early-term diffraction that is due to the portions of the spectrum

Ã(kx) in which k2
x > k2

0(n
2
0 − n2

1), the long-term diffraction is due to the portion of

the spectrum Ã(kx) in which k2
x < k2

0(n
2
0−n2

1). This portion of the spectrum includes

kx = ±kr, so that the components of Ã(kx) that lead to long-term diffraction also act

as a background, canceling out the initial exponential growth in the ±x-directions.

During the period of the evolution when the leaky mode dominates, the phases of the

continuum background become increasingly mismatched, increasingly revealing the

leaky mode at larger values of |x|, as we observed in Fig. 2.14.

In Fig. 2.15, we show Inorm = |A(z, x = 0)|2/|A(z = 0, x = 0)|2 as a function of

z/λ. The red dashed curve shows the power of the field using numerical integration.

The whole curve can be separated into three regions. In region I, we find the expected
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exponential decay. In region III, we find the expected algebraic decay, which is

proportional to z−3 at x = 0, according to Eq. 2.39. In the transition region in

between, oscillations are visible as the contributions due to diffraction and leakage

interfere either constructively or destructively. The green dash-dotted and green

solid curves show respectively the steepest descent analysis for the evolution at x = 0

and the leaky mode evolution. They agree in the appropriate limits with the exact

evolution. We note that we have set b/a = 2.5 instead of b/a = 5, as in our previous

examples. The algebraic decay is difficult to observe, and the larger value of b/a = 5

implies a low leakage loss and a low power at the transition point where the decay

rate changes from exponential to algebraic. The power at that point is so low that

roundoff errors made it impossible for us to observe. In principle, if the input field

were perfectly matched to the leaky mode there would not be a transition to algebraic

decay, but since perfect matching is impossible given the infinite extent of the leaky

mode, the transition will always occur.
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2.4 Bandgap slab waveguide

In the slab waveguides that we have studied thus far, the index of refraction in

the guiding regions is always higher than in the immediately surrounding regions.

However, it is advantageous in some cases to be able to guide waves in a region of

lower index of refraction. For example, by filling a region with air, one can greatly

lower the nonlinearity. One can confine modes in a lower index region by using

the bandgap effect [38], [85], [86]. In a periodically varying medium, like the one

shown in Fig. 2.16(a), frequency bands where the light cannot propagate though the

periodically varying medium are referred to as bandgaps. By creating a defect in the

periodic structure, as shown in Fig. 2.16(b) and launching light at a frequency that

is in the bandgap of the periodic structure, one can confine light inside the defect,

even when the index of refraction is smaller then in the surrounding regions. In

practice, however the periodic variations have a finite extent, as shown in Fig. 2.16(c).

In this case, the waveguide is leaky. We will show in this chapter that the leaky

modes in these bandgap waveguides behave much like the leaky modes in the W-type

waveguides. In optical fibers, an analogous approach has been widely used to confine

light to a low-index core. This guidance is referred to as photonic bandgap guidance

or capillary guidance [72].

2.4.1 Eigenvalue equation

We begin by considering an infinitely periodic structure, of which Fig. 2.16(a) shows

one example. Because Eq. 2.3 is a second-order ordinary differential equation, it must

be possible to write any solution E(x) as a superposition of two independent solutions

E1(x) and E2(x). In particular, since the equation is periodic with period Λ, it must be
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possible to write E1(x + Λ) = AE1(x) + BE2(x) and E2(x + Λ) = CE1(x) + DE2(x),

where A, B, C, and D are constants that depend on the details of the periodic

structure. We may write these two relations in matrix form as

(
E1(x + Λ)

E2(x + Λ)

)
=

(
A B

C D

)(
E1(x)

E2(x)

)
, (2.51)

where A, B, C, and D are four constants that depend on the details of the periodic

variation with one important constraint. Since Eq. 2.3 has no first derivative terms,

its Wronskian will be constant [77]. That implies in turn that AD − BC = 1. In

order to determine whether propagating solutions to Eq. 3 exist at a given value of

β, we first search for a particular set of solutions E+(x) and E−(x) that have the

property E+(x) = exp(iK+x)u+(x) and E−(x) = exp(iK−x)u−(x), where u+(x) and

u−(x) are strictly periodic in Λ. The existence of u±(x) is guaranteed by the Bloch-

Floquet theorem, which holds for any periodic structure. The solutions E±(x) satisfy

the conditions E±(x + Λ) = λ±E±(x), where λ± = exp(iK±Λ). We may find λ± and

hence K± and u±(x) by solving the eigenvalue problem

∣∣∣∣
A− λ B

C D − λ

∣∣∣∣ = 0 = λ2 − λ(A + D) + 1. (2.52)

We now infer

λ± =
A + D

2
±

[(
A + D

2

)2

− 1

]1/2

. (2.53)

From the condition AD − BC = 1, it follows that λ+λ− = 1, so that K+ = −K−,

and both are purely real or purely imaginary. If (A + D)2/4 < 1, then K± are

real, and waves can propagate along x, which is required in order for an initial beam

that is introduced at z = 0 to propagate in the +z-direction. Otherwise, there

is no propagation, and an initial beam attenuates. The case shown schematically in
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Fig. 2.16(a) in which there are just two different indices has been extensively analyzed

in the literature [85], [87]. We consider an example from Ref. 59, in which λ = 1.15

µm, n1 = 2.89, n2 = 3.38, nc = 1, and a = b = 0.1 µm, which applies to the cladding

region in the waveguide for a gas laser. In Fig. 2.17, we show the band structure as a

function of normalized frequency and propagation constant. The dark areas are the

allowed bands, where (A + D)2/4 < 1.

We now consider the case of a defect, shown in Fig. 2.16(b). The lowest-order

defect mode will be even, and we write

E(x) =

{
C1 cos(kcx) 0 ≤ x ≤ d

C0u+(x) exp(iK+x) + D0u−(x) exp(−iK−x) d ≤ x
, (2.54)

where kc = (k2
0n

2
c − β2)1/2, with the condition that E(x) = E(−x) when x < 0.

Since we are only interested in confined modes within the bandgap, we may assume

K+ = iα, where α is real, and K− = −iα. As a consequence, the contribution

D0u−(x) exp(−iK−x) = D0u−(x) exp(αx) grows exponentially as x → +∞, and we

must set D0 = 0. Thus, Eq. 2.54 becomes

E(x) =

{
C1 cos(kcx) 0 ≤ x ≤ d

C0u+(x) exp(−αx) d ≤ x
. (2.55)

Matching the function and its derivative at the boundary, we obtain

C1 cos(kcd) = C0u+(d) exp(−αd), (2.56.a)

−C1kc sin(kcd) = C0[u
′
+(d)− αu+(d)] exp(−αd). (2.56.b)

Eliminating constant C1 and C0, we find the dispersion relation

−kc tan(kcd) =
u′+(d)− αu+(d)

u+(d)
, (2.57)



53

from which the allowed value of β or neff may be determined. For the example that

we are considering, in which n1 = 2.89, n2 = 3.38, nc = 1, a = b = 0.1 µm, d = 6a,

and λ = 11.5a, we find neff = β/k0 = 0.89295. We show a picture of n(x) and real

part of E(x) in Fig. 2.18.

Finally, we turn to consideration of the leaky mode in the waveguide shown in

Fig. 2.16(c). In this case, Eq. 2.55 becomes

E(x) =





C2 cos(kcx) 0 < x ≤ d

C1u+(x) exp(−αx) + D1u−(x) exp(αx) d ≤ x ≤ d + MΛ

C0 exp(iKxx) d + MΛ ≤ x

, (2.58)

where M is the number of periods in the intermediate region, and we set E(−x) =

E(x), where x < 0. We have Kx = (k2
0n

2
2− β2)1/2. We may solve for the propagation

constant β and neff using exactly the same mode-matching technique that we used

for the W-type waveguides described in Sec. 2.3.1. In this case, we find neff = β/k0 =

0.89085 + 1.543× 10−3i when the number of periods M = 10.

2.4.2 Alternative solution procedures

In our study of the W-type waveguide, we considered two alternate solution proce-

dures. In the first, we perturbed around the non-leaky solution, assuming that the

leakage is small. In the second, we used the complete mode decomposition, which

consists of only radiation modes. We showed that both these procedures yield nearly

the same answer as a direct determination of the leaky mode solution. The same is

true for the bandgap leaky modes.

The perturbation analysis proceeds exactly as in the case of the W-type waveguide.

We write β = β0 + ∆β, substitute this expression into the dispersion relation for the
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leaky mode, expand in powers of ∆β and keep the zeroth and first order contributions.

We thus obtain an expression of the form M0(β0)+M1(β0)∆β = 0. Since we are using

β0 from the solution to the non-leaky waveguide, M0(β0) is only due to the difference

between the leaky and non-leaky waveguides and will be small. Using this approach

on our example system, we find neff = (β0 + ∆β)/k0 = 0.89097 + 1.275× 10−4i. The

imaginary part is within 20% of what we found using a direct solution in the case

with 10 periods in each cladding region.

The analysis using radiation modes again proceeds by analogy to what we found

with the W-type waveguide. In Fig. 2.19 we show the Re(neff) and the normalized

coefficient P (Kx) = |Ã(Kx)|2/ max[|Ã(Kx)|2] as a function of Kx/k0 for our example.

We keep 2,000 kx-modes, and we set B = 1, 000Λ. We consider a Gaussian input

beam A(z = 0, x) = A0 exp(−x2/2d2), where d is half the width of the center region.

A sharp Lorentzian peak in |Ã(Kx)|2 is visible, just as in the case of the W-type

waveguide. Using Eq. 2.50 once more to find neff , we obtain neff = 0.89084 + 1.540×

10−4i, which agrees well with the result that we obtained using the direct method. We

note that there are small peaks located between kx/k0 = 1 and kx/k0 = 3. The small

peaks are not visible in Fig. 2.19(a) on a linear scale, but are visible in Fig. 2.19(b) on

a logarithmic scale. These are modes that are confined inside the high-index portions

of the bandgap regions by the neighboring lower-index portions. Their mode effective

indices are between n1 and n2.

Figure 2.20 shows a movie of wave propagation in the leaky bandgap waveguide.

Figure 2.21 shows a movie of the transverse mode evolution as the mode propagates

along the bandgap slab waveguide with 10 periods. The red dashed curve and blue

solid curve show the transverse leaky mode power and the computational solution of
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Eq. 2.4, respectively. The power in both curves is normalized to 1 at x = 0. As the

mode propagates in the +z-direction, the mode gradually fills in the power in the

outside region of the waveguide. Again, the power that is radiated from the core is

not lost; it is simply redistributed from the core into the outside region. Note that

the solid blue curve has an irregular shape around the center region. The irregular

shape is caused by the small peaks shown in Fig. 2.19(b). If we remove these small

peaks in the coefficient function P (Kx), then the irregular fluctuations in the blue

solid curve go away.

In Fig. 2.22 we show Im(neff) for all three mode-matching methods, for our example

system, as we allow the number of periods to grow. Beyond 20 periods, disagreement

among them is slight.
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Figure 2.20: Wave propagation in a leaky bandgap waveguide. A beam is injected

into the waveguide at z = 0. The movie shows the real part of the electric field. The
black dash-dotted lines and black dashed lines indicate x = ±d and x = ±(d + MΛ),
respectively.
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Figure 2.21: Movie of the transverse mode evolution as it propagates along a leaky

bandgap slab waveguide. The red dashed curve and blue solid curve represent the

power of the leaky mode and the computational solution of Eq. 2.4. The boundary

lines are not shown in this figure since they are very close to the center, as shown in

Fig. 2.20.
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2.5 Waveguide with absorbing layers

Up to this point, we have solved for the modes in the waveguide by using the fact

that in a region in which the index of refraction is constant, the solution can be

written exactly as a sum of exponents or a sum of cosines and sines. Matching the

solutions and their derivatives across the boundaries of the regions with different

indices yields a matrix equation, whose solution produces the propagation constant.

In two dimensions, the solution can no longer be written as a sum of exponents, but

when each of the regions of constant index of refraction has a circular profile, a closely

analogous method based on Bessel functions can be developed and is referred to as

the multipole method [35], [36]. When all the indices are real, so that the Helmholtz

equation, Eq. 2.3, is self-adjoint, there is a complete mode decomposition that consists

of some finite number of guided modes and a continuum of radiation modes. Leaky

modes are not part of this complete set, although they can usefully approximate the

behavior of nearly guided modes, as we have discussed in detail.

While this approach is the basis for all analytical studies of optical waveguides, it

is neither the most useful, nor the most widespread computational approach. Most

computational approaches are based on finite-element or finite-difference discretiza-

tions of Maxwell’s equation [31], [32], [88]. While the discretization in two transverse

dimensions is far from trivial to implement, highly robust commercial software is

available from several different vendors. The finite-difference and finite-element ap-

proaches are highly flexible since they can deal with arbitrary geometries.

In order to simulate outgoing boundary conditions, the finite-difference and finite-

element approaches are usually implemented with an absorbing layer at the simulation
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boundary in which the index of refraction is complex [31]. The goal is to obtain

a solution that reproduces as closely as possible, in a limited spatial region, the

solution with a lossless medium of infinite extent. That will only be possible if the

absorbing layer is far away from the initial beam. However, even given this constraint,

the mathematical consequences of adding this absorbing layer are profound. First,

all the modes are confined within a finite region, so that the mode decomposition

always consists of a countable number of modes as the spatial discretization becomes

increasingly fine, as discussed in Sec. 2.1. Second, the equations that describe the

wave propagation are no longer self-adjoint, and the modes can no longer be chosen so

that they are purely real. The propagation constants are in general complex. Third,

we have found that when we approximate the W-type waveguide with a lossless region,

surrounded by a lossy region when |x| > L, as shown in Fig. 2.23, there is always a

leaky mode that is part of the complete mode decomposition. That is true even when

L is very large, and the maxima of the mode’s exponential tails are actually larger

than the mode’s central peak. As L →∞, the mode decomposition does not appear

to converge to the mode decomposition for the self-adjoint problem, where there is

no loss in the waveguide material that we considered in Sec. 2.3. This behavior can

be considered a generalization of the result that even with self-adjoint equations,

the behavior depends upon the choice of the boundary conditions [74]. Thus, it is

important to understand when and why the solutions to this problem can be expected

to reproduce the solutions to the problem of a lossless medium of infinite extent.

In practice, the details of the absorbing layer implementation can have a signif-

icant impact on the propagation constant of the leaky mode. In order to minimize

reflections from the absorbing layers, it has become common to use perfectly matched
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Figure 2.23: Refractive index profile for a W-type waveguide with absorbing layers.

layers — a technique that was first introduced in finite-difference time domain simu-

lations [89], [90]. An ideal perfectly matched layer is a layer that gives no reflection

at any frequency and angle. However, it is important to recognize that once spatially

discretized, the perfectly matched layers are no longer “perfectly matched” and re-

flections from them do occur [90]. In our prior studies of two-dimensional waveguides,

we have found that shifting the location of the absorbing layer slightly can make a

difference in the propagation constant that far exceeds the roundoff or discretization

error.

In the remainder of this chapter, we discuss the optimization of the absorbing

layer and then discuss the complete mode decomposition and the role of the leaky

mode for a simple finite-difference method with absorbing boundary layers.

2.5.1 Optimization of the absorbing layer

Figure 2.23 shows the structure of a symmetric W-type waveguide with absorbing lay-

ers. We have chosen not to implement perfectly matched layers in order to simplify

the discussion and because they offer little or no advantage relative to a straightfor-

ward absorber for the discretization that we use. We use a simple finite-difference

method, so that Eq. 2.3 becomes

1

∆2
[E(xk−1)− 2E(xk) + E(xk+1)] + [k2

0n
2(xk)− β2]E(xk) = 0, (2.59)
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where xk = −B + (k − 1)∆ and ∆ = 2B/(N − 1) is the discretization width. The

index k varies from 1 to N , where the simulation window extends from −B to B.

The index of refraction n(xk) is real when |xk| ≤ L and is complex when |xk| > L.

The problem of solving Eq. 2.59 is thus a matter of finding the N eigenvalues β of the

N ×N matrix in Eq. 2.59, where for convenience we have applied Dirichlet boundary

conditions, setting E0 = EN+1 = 0. This choice of boundary condition does affect

the mode decomposition, but has no significant effect on the leaky mode.

The permittivity of the absorbing layer is

ε = n2
0

[
1 + i

( |x| − L

d

)2

s′
]

, (2.60)

where s′ is a parameter that we choose to minimize the reflections. Figure 2.24 shows

Im(neff) = Im(β)/k0 as a function of L/λ, where β is the propagation constant of the

leaky mode that we obtain from the solution of Eq. 2.59. We have chosen b/a = 5,

n1 = 0.96n0, n0 = 1.45, and ka(n2
0 − n2

1)
1/2 = 1, which are the same parameters

as in Sec. 2.3.1. We have set N = 105. The blue dash-dotted curve, dashed curve

and dotted curve show the results with normalized absorbing layer widths d/λ = 5,

10, and 15, respectively. We have set s′ = 1 in all three cases. The red solid curve

shows the results from Eq. 2.42. We see that Im(neff) varies sinusoidally, and its

magnitude diminishes rapidly as d/λ increases. These oscillations are due primarily

to reflections from the boundary at x = ±B. The boundary produce strong reflection

when the width of the absorbing layer is too small. In Fig. 2.25, we show the results

when s′ = 5, 2, and 1. The red solid curve shows the result from eigenvalue Eq. 2.42.

The normalized width of absorbing layer d/λ is set to be 15 for all three cases. A

large value of s′ leads once again to large oscillations, primarily due to reflections
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Figure 2.24: Im(neff) = Im(β)/k0 as a function of L/λ. The blue dash-dotted curve,
dashed curve, and dotted curve show the results with normalized absorbing layer
widths d/λ = 5, 10, and 15, respectively. The red solid curve shows the results from
Eq. 2.42.

from within the absorbing layer, close to |x| = L. In Fig. 2.26, we look in more

detail at the behavior of Im(neff) as s′ varies from 10−2 to 10. At each value of

s′, we calculated the average value of Im(neff) and the standard deviation for 100

evenly-spaced values of L/λ as we allow it to vary from 5 to 10. When s′ < 0.04, the

reflection from the boundary at ±B causes a large error and hence a large standard

deviation. When s′ > 1, the reflection at the absorbing layer cause a large error and

a large standard deviation. Any value between s′ = 0.04 and s′ = 1.0 yields nearly

the same average, which is about 1.578 × 10−4, but, for a single computation, it is

better to use 0.04 < s′ < 0.1 so that the standard deviation is low.

In general, it is useful to use absorbing layers with different values of L and then

to average the results for Im(neff).
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2.5.2 Mode decomposition and the leaky mode

Equation 2.59 has the form of a matrix eigenvalue problem

(M− β2I)E = 0, (2.61)

where I is the identity matrix, and, letting δj,k denote the Kronecker delta function,

the matrix element

Mj,k =
δj−1,k − 2δj,k + δj+1,k

∆2
+ k2

0n
2
kδj,k (2.62)

is the j, k-th element of the matrix M. The vector E is a column vector, whose k-th

element is E(xk). We note that M is a symmetric matrix, which automatically implies

that it is normal, i.e., MM† = M†M. That in turn implies that its eigenvectors form

a complete set [91], so that we may write

A(xk) =
N∑

l=1

ÃlEl(xk), (2.63)

where the El(xk) denotes the k-th element of the column vector El, and the El are

solutions of the right eigenvalue equation

(M− β2I)El = 0, (2.64)

Equation 2.63 is the discretized version of Eq. 2.10 in Sec. 2.1. In principle, we may

find the Ãl by defining left eigenvectors that satisfy

FT
l (M− β2I) = 0, (2.65)

where Fl is a column vector and FT
l is the corresponding row vector, and noting

Ãl =
N∑

l=1

A(xk)Fj(xk). (2.66)
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Because the matrix M is symmetric, we find Fl(xk) = El(xk). To determine the field

at any xl and any z, we use the expression

A(z, xk) =
N∑

l=1

ÃlEl(xk) exp(iβlz), (2.67)

where we stress that the βl are in general complex. Equation 2.67 is the analog to

Eq. 2.4 for the finite-difference method and is the discretized version of Eq. 2.11.

In Fig. 2.27, we show the Re(neff) and Im(neff). We set N = 500 in this case.

We use the same parameters as in Sec.2.3.4 with L/λ = 15, (B − L)/λ = 15, and

s′ = 1. We arrange the indices from small Re(neff) to large Re(neff), which corresponds

roughly to arranging the indices from large |kx| to small |kx|. In this case, mode

number 476 corresponds to the leaky mode. Its imaginary part is substantially lower

than its neighbors. It is the modes with small indices, corresponding to k2
x > k2

0(n
2
0−

n2
1), that contribute to the early-term diffraction. All these modes are more lossy

than the leaky mode. There is one mode with a lower Im(neff) than the leaky mode,

which is mode no. 498. This mode is the lowest-order cavity mode that is confined in

between the absorbing layer and the layer with low index of refraction n1. In general,

the loss of the cavity modes is low because their transverse derivatives are small,

implying from Eq. 46 that they have little outward flux into the absorbing region.

Modes no. 499 and 500 are cladding modes that are located almost entirely in the

absorbing regions and have high loss.

In Fig. 2.28, we show a movie of the transverse normalized power of the same

Gaussian input beam that we considered in Sec. 2.3.4, as it propagate along the

waveguide with the same parameters as in Sec. 2.3.1 and with L/λ = 15, (B−L)/λ =

15, and s′ = 1. We also show the power of the leaky mode as the red dashed curve.
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Figure 2.27: The Re(neff) and Im(neff) for all 500 eigenmodes.

We have normalized the peak of the mode power profiles to 1. There are several

different propagation regions. First, the field leaks into the outer region of the W-

type waveguide in which b < |x| < L and almost exactly reproduces the profile of

the leaky mode, although small oscillation are visible for 2 < x/λ < 20, just as

shown in Fig. 2.14. However, when z/λ > 10, 000, the lowest-order cavity mode

becomes the dominant mode. The distance at which it dominates is determined by

the magnitude of its small, but finite overlap with the initial beam. Since this cavity

mode is primarily located in the region b < |x| < L, the profile of the power changes

significantly once this cavity mode becomes dominant. The lowest-order cavity mode

eventually dominates because it has a lower value of Im(neff) then any other mode,

including the leaky mode, and because it has a small, but non-zero overlap with

the initial beam. It is possible in principle to launch an initial beam that has no

overlap with this cavity mode or, in fact, is a pure leaky mode. However, one cannot

do so when the initial beam is localized in the center of the simulation window, as
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Figure 2.28: Movie of the transverse normalized power of the same initial Gaussian

beam that we considered in Sec. 2.3.4. We also show the power of the leaky mode

as a red dashed curve. We have normalized the peak of the mode power profiles to

1. The black dash-dotted lines, black dashed line, and black dotted lines indicate

x = ±a, x = ±b, and x = ±L, respectively.

is always required in a realistic simulation. In practice, any initial beam will be

composed of many modes, of which the leaky mode is just one. Figure 2.29 shows

Inorm = |A(z, x = 0)|2/|A(z = 0, x = 0)|2 as a function z/λ for a Gaussian input

beam. The beam and waveguide parameters are the same as in Fig. 2.27. Due to the

large attenuation, normalization is needed to view these results. The red solid curve

shows the result keeping all 500 modes, while the blue dashed curve shows the result

keeping only the leaky mode. This figure is analogous to Fig. 2.15, in which long-term

diffraction ultimately dominates the evolution. In this case, however, the attenuation

at large z is still exponential, but the attenuation occurs at a slower rate than in

the case of the leaky mode, because the energy ultimately resides in the lowest-order

cavity mode, rather than a continuum of radiation modes.

In Fig. 2.30, we show a slide show for the input wave (blue solid curves) and its de-
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Figure 2.29: Inorm = |A(z, x = 0)|2/|A(z = 0, x = 0)|2 as a function z/λ for a
Gaussian beam. The red solid curve shows the result keeping all 500 modes, while

the blue dashed curve shows the result keeping only the leaky mode.

composition into the eigenmodes (red dashed curves). Starting with the leaky mode,

which has index number 476, we add the other eigenmodes with their coefficients Ãl.

We see that the other modes ultimately cancel the tails of the leaky mode, so that

the mode profile represents the Gaussian input beam. Since these modes attenuate

more rapidly than the leaky mode, the leaky mode is ultimately revealed as the wave

propagates along the waveguide. This behavior is different from the infinite guide

where no modes attenuate and the leaky mode is only revealed in a finite region sur-

rounding the center by diffraction of the continuum of radiation modes. However, the

behavior in the central region is still the same in both cases up to the point where

the large-z behavior begins to dominate the evolution.

In the example that we considered here, the leaky mode does not have large

exponential tails. However, we have examined the behavior as L and B become

large. As long as d is large enough and s′ is not too big, so that reflections from the

absorbing regions are avoided, the qualitative behavior is unchanged. There is always
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Figure 2.30: Slide show for the input wave (blue solid curves) and its decomposition
into the eigenmodes (red dashed curves). In (b), we show the central region from
(a). The black dash-dotted lines, black dashed line, and black dotted lines indicate
x = ±a, x = ±b, and x = ±L, respectively.

a leaky mode that dominate the evolution until z becomes large, at which point

one or more cavity modes dominate the evolution. We have observed the following

points: As L increases, keeping b/a fixed, so do the maxima of the exponential tails

of the leaky modes. Ultimately theses tails become bigger at their maxima then

the central peak of the mode. Nonetheless, the leaky mode is a real mode of this

waveguide system. Additionally, as L increases the number of cavity modes with less

attenuation than the leaky mode increases. However, the lowest order cavity mode

always has the lowest loss and ultimately dominates the evolution.
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2.6 Answers to the introductory questions

There are two basic types of computational methods that are used to find optical

waveguide modes. One type is mode-matching methods, in which one uses exact

analytical solutions in regions where the index of refraction is constant and matches

the solutions and their derivatives at the boundaries. In the case of slab waveguides,

one uses exponential functions. The other type is finite-difference and finite-element

methods.

When using mode-matching methods, it is usual to specify the problem in a lossless

waveguide so that the index of refraction is real at all points in the space. In this

case, all the waveguide modes are lossless and have real propagation constants. If the

index of refraction becomes equal to a constant value at some finite distance from the

origin, then in general there is a continuum of radiation modes and a finite number of

discrete guided modes. Any physically reasonable initial profile can be decomposed

into a generalized sum over the waveguide modes, in which the sum includes an

integral over the radiation modes. One can then determine the beam profile at any

subsequent point in the waveguide by multiplying the amplitude of each mode by an

appropriate exponential factor and then re-summing the modes.

This problem is equivalent mathematically to the quantum-mechanical problem

of a particle that is confined in a potential well, and the set of facts just stated is

often repeated in elementary textbooks on quantum mechanics and waveguide theory.

The proof is, however, far from trivial [74]. It begins with a finite region in space

with boundary conditions that ensure that the eigenvalue problem — given in our

case by Eq. (3) — remains self-adjoint. In this case, one has a countably infinite
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set of modes. As one lets the boundary tend toward infinity, most of the modes

coalesce into a continuum, leaving a finite set of guided modes. This continuum

will always contain both outgoing and incoming waves. That occurs because self-

adjoint boundary conditions on a finite region of space always lead to reflections,

so that as the boundary tends toward infinity, there are always waves propagating

both outward and inward. Because of its importance in quantum mechanics, as

well as optical waveguides, the theory of self-adjoint eigenvalue equations has been

extensively studied.

Given the complete mode decomposition into a continuum of radiation modes

and a finite number of guided modes, the light evolution in the three-slab waveguide

of Fig. 2.1(a) is not difficult to understand. The portion of the beam profile that

couples into the guided modes remains confined, while the portion that couples into

the radiation modes diffracts.

By contrast, the evolution of the light in the W-type waveguide, in which only a

continuum of radiation modes is present, is not so easy to understand. The key point

is that the continuum contains sharp Lorentzian peaks at values of kx that nearly

equal the transverse wavenumbers of the central portion of the guided modes of the

corresponding three-slab waveguide. Immediately after a beam is injected into the

waveguide, there is a transient stage in which a portion of the energy rapidly diffracts,

in close analogy to the behavior in a three-slab waveguide. However, Lorentzian

peaks in the continuum quickly dominate the early evolution, leading to leaky modes

whose damping rates are given by the inverse widths of the Lorentzian peaks. The

amplitudes corresponding to all the transverse wavenumbers in a Lorentzian peak

are initially in phase, but when the propagation distance becomes long enough so
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that these amplitudes are out of phase, then long-term diffraction dominates. This

long-term diffraction, which corresponds to the dissolution of the leaky mode and

occurs outside the central region of the waveguide, should not be confused with the

early-term diffraction, during which the initial beam settles down into the shape of

the leaky mode in the central region of the waveguide. In effect, the continuum

can be decomposed into three contributions — a smooth portion at large transverse

wavenumbers that leads to the rapid initial diffraction, Lorentzian peaks that corre-

spond to the leaky modes, and a smooth background to the Lorentzian peaks that

compensates for the exponential growth at large transverse distances and leads to

diffractive radiation at large propagation distances.

While leaky modes can be understood as a consequence of the Lorentzian peaks in

the continuum, that does not explain the evolution of their exponential growth trans-

verse to the direction of propagation. We have found that this exponential growth is

real within a limited transverse distance surrounding the origin, and this transverse

distance continues to grow as long as the leaky mode dominates over the long-term

diffraction. Using conservation of flux, we have shown that any mode that decreases

exponentially as it propagates must increase exponentially transverse to the direction

of propagation once the transverse dimensions are large enough so that the index of

refraction equals its final constant value. However, exponential growth that extends

to infinity is unphysical. There have been attempts in the literature to bypass this

problem by claiming that at some transverse distance the material becomes lossy or

interacts with air, and the problem goes away. However, the protective coating or

air is often very far from the region of interest, so that it is easier both mathemat-

ically and computationally to treat the medium as though the indices of refraction
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at the boundary of the region of interest extended to infinity. Invoking a protective

coating or air does not help us understand how the appearance of leaky modes in the

mathematical formulation of the problem as a lossless waveguide can provide useful

numbers or even be consistent with physical reality.

The Lorentzian peaks in the continuum, if separated from the continuum back-

ground lead to solutions that grow exponentially in the transverse dimension. The

background cancels this exponential growth. As the light propagates, the different

components of the background evolve so that they are increasingly out of phase, re-

vealing the exponential growth. This trend continues until the components of the

Lorentzian peaks evolve so that they are also out of phase. Thereafter, long-term

diffraction dominates the evolution.

Remarkably, the basic behavior that we have just described remains the same in far

more complex systems than the three-slab and W-type waveguides that were the focus

of most of our discussion. We demonstrated this point in detail for the important case

of bandgap waveguides, but it remains true when the transverse structures become

two-dimensional.

When using finite-difference or finite-element methods, it is usual to surround the

region of interest with a lossy region, whose purpose is to absorb outgoing waves. For

the class of problems that we are considering here, in which the index of refraction

reaches a constant value at some finite distance from the origin, the absorbing bound-

ary would typically be placed shortly beyond the distances at which the constant value

is reached. The wave flux is strictly outwards in the lossless problem at transverse

distances that are both beyond the initial beam width and beyond the points at

which the index of refraction reaches its final value. Hence, one expects physically
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that surrounding the region of interest with an absorbing layer will produce the same

behavior within the region of interest as does a lossless guide that extends to infinity.

Some sort of absorber is needed because any lossless boundary conditions in a finite

spatial region will produce reflections, which very visibly changes the behavior in the

region of interest!

Due to their flexibility and the ease relative to other methods with which they

can be numerically implemented, finite-difference and finite-element methods are the

methods of choice in geometries with any significant complexity. As a consequence,

considerable effort has gone into developing algorithms for absorbing layers that reflect

as little as possible, while using as small a number of node points as possible [5].

The absorbing layer must be optimized for each geometry, and we showed how this

optimization procedure works in the case of a simple finite-difference scheme and a

simple absorber for the W-type waveguide.

As long as the absorbing layer has been optimized to produce negligible reflec-

tions and the number of points is sufficiently large on a well-chosen mesh, then the

finite-difference and finite-element methods will produce results for the evolution of

an initially localized beam that agrees in the region of interest with the results of the

mode-matching methods for some finite propagation distance. Moreover, the damp-

ing rates for the leaky modes will agree. Not surprisingly, mode-matching methods

produce different results from the finite-difference and finite-element methods when

the energy that is outside the region of interest becomes large.

While the finite-difference and finite-element methods may produce the same re-

sults for the quantities of interest as do the mode-matching methods, it is important

to recognize that the mathematical problem has profoundly changed and so has the
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mode decomposition. Since the problem formulation is no longer self-adjoint, one can

no longer use the mathematical apparatus that was developed for self-adjoint prob-

lems. Indeed, there is no guarantee in general that the modes constitute a complete

set, although we showed that the decomposition was complete for the simple case

that we considered. Hence, the completeness must be verified on a case-by-case basis.

For the simple finite-difference algorithm that we considered, we observed the

following differences from the mode-matching method: (1) The mode decomposition

consists of a finite number of discrete modes. That will be the case for any finite-

difference or finite-element method. (2) The leaky mode is a real mode of the system.

(3) The transverse exponential behavior is revealed when modes that have larger loss

than the leaky mode attenuate. There is no real diffraction, although the evolution

reproduces the early-term diffraction. (4) There are one or more cladding modes that

have less loss than the leaky mode. These cladding modes decay exponentially, but

at a slower rate than the leaky mode. Algebraic decay associated with long-term

diffraction is not observed.

It might seem surprising at first that the mode decomposition used with mode-

matching methods and the mode decomposition used with finite-difference or finite-

element methods should yield the same result for the quantities of interest when the

decompositions differ so profoundly. However, it is a reflection of a deep result that

can be found throughout physics. A problem can often be formulated in two different

ways. As long as both formulations are correct, they must yield the same results.

Often these formulations lead to different, complementary physical pictures of the

phenomenon being studied. That is the case here.



Chapter 3

Leakage loss and bandgap analysis for

nonsilica glasses

Air-core photonic bandgap fibers (PBGFs), in contrast to some other types of holey

fiber, guide light through the photonic bandgap effect, instead of using total internal

reflection [10], [11]. PBGFs have the potential to provide very low-loss transmission,

along with delivery of high power and low nonlinearity. Due to the finite number of

air hole rings, the modes in the air-core PBGFs are leaky modes. Research on silica

fiber shows that a larger air-hole-diameter-to-pitch ratio, d/Λ, in air-core PBGFs

leads to wider bandgaps and hence better mode confinement [20]. Pitch, Λ, is defined

as the distance between the centers of the nearby holes. Pottage, et al. suggest using

lower d/Λ to obtain a wider bandgap for high-index glass [21]. The assumption is

that a wider relative bandgap leads to lower leakage loss. However, the loss due to

mode leakage in high-index glass with lower d/Λ has not been previously calculated,

and this assumption has remained unverified until now. In this chapter, we show

a calculation of the relative bandgap in which we varied the d/Λ and the refractive

index. We show two peaks in a relative bandgap contour plot in the range of the d/Λ

and the refractive index we considered. Then, we show that with a refractive index of

78
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2.4, which is close to the refractive index of chalcogenide fiber at λ = 4 µm [92], [93],

there is an optimal d/Λ at about 0.8 that minimizes the loss. Also, we show that

the d/Λ for the minimum loss and maximum relative bandgap coincide for a wide

range of refractive index. Thus the simple unit-cell plane-wave analysis, although it

cannot be used directly to calculate the loss due to leakage, correctly predicts the

optimal operating d/Λ of air-core PBGFs in the cases that we studied, as Pottage, et

al. suggested [21]. Although the material loss is not included in the simulation, the

analysis of leakage loss indicates the minimum possible loss for the PBGF design.

3.1 Bandgap and mode analysis

In the plane-wave analysis, one assumes a periodic structure, so that this analysis

cannot be used to calculate the loss due to leakage. We use the full-vectorial plane-

wave method to obtain the bandgap in a two-dimensional photonic crystal cladding

arranged in a triangular pattern [94]. We used a grid resolution of Λ/128 and verified

that the difference between these results and the results with a grid resolution of

Λ/64 differ by less than 1%. Figures 3.1(a) and (b) show the calculated bandgap

diagrams for a refractive index of 1.45 with an d/Λ of 0.9 and a refractive index

of 2.4 with an d/Λ of 0.8, respectively. We note that the normalized frequency

ωΛ/2πc shown on the ordinate is also equal to the pitch-wavelength ratio Λ/λ. In

these figures, the dashed lines represent the bandgap edges of the photonic crystal

cladding. The solid lines represent the air lines. We found several bandgaps that

cross the air line in our range of interest. In order to choose the best bandgap, we

define a relative air-crossing bandgap or simply a relative bandgap, as the ratio of the

bandgap intersection with the air line and the middle of bandgap in the air line, which
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Figure 3.1: Bandgap diagrams for (a) a refractive index of 1.45 with a d/Λ of 0.9 and
(b) a refractive index of 2.4 with a d/Λ of 0.8, respectively.

is the same as the normalized gap width defined in Ref. 21. This definition takes into

account that bandgaps at larger frequencies must open more widely to have losses

comparable to bandgaps at lower frequencies. We circle the largest relative bandgaps

in Figs. 3.1(a) and (b). In Fig. 3.2, we plot the relative bandgap contour plot as a

function of the d/Λ and the refractive index. We choose a maximum refractive index

of 2.8 since commercial optical-fiber glasses do not have refractive indices higher than

2.8 [14], [21]. In this figure, the black x-marks represent the d/Λ corresponding to

the maximum relative bandgap at each refractive index. Two black dashed curves

connect x-marks in the two relative bandgap maxima in the contour plot. There exists

a discontinuity of the maximum relative bandgap around a refractive index of 1.8.

This discontinuity occurs because the bandgap with the maximum relative bandgap

changes.

We found that for a refractive index below 1.8, the relative bandgap always in-

creases as the d/Λ increases when the d/Λ is larger than 0.9, as shown in the peak at

high d/Λ and low refractive index in Fig. 3.2. This behavior can be understood by
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in the contour plot. There exists a discontinuity of the maximum relative bandgap

around a refractive index of 1.8.

examining the mode structure at the extrema of the bands that surround the largest

relative bandgap. Figure 3.3 shows the band diagram when we use a refractive index

of 1.45 and a d/Λ of 0.92, with a normalized propagation constant equal to kzΛ/2π

= 1.6. The largest relative bandgap occurs between bands 4 and 5, and the extrema

occur at the Γ point. Figures 3.4(a) and (b) show the normalized magnitude of the

Poynting flux in the 4th and 5th bands. Note that most of the flux in the 4th band

is located in the spots, which are the large glass regions between three holes in the

triangular structure. However, most of the flux in the 5th band is located in the

veins, which are the long thin connections between two spots. As the d/Λ increases

and the veins become thinner, the flux in the 4th band remains almost unchanged in

the spot, but the flux in the 5th band is pushed into the air. Figure 3.5 shows the fill

factor for the 4th and 5th bands as a function of d/Λ. Fill factor is an appropriate
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Figure 3.3: Band diagram when we use a refractive index of 1.45 and a d/Λ of 0.92.
Yellow indicates the largest relative bandgap.

measure of the degree of concentration of the displacement fields in the glass regions,

defined as [95]

f =

∫
glass

[|D(x, y)|2/ε(x, y)]dxdy

∫
all space

[|D(x, y)|2/ε(x, y)]dxdy
. (3.1)

Red dashed and blue solid curves in Fig. 3.5 represent the fill factor for the 4th and

5th bands, respectively. The fill factor for the 5th band decreases faster than the

fill factor for the 4th band as the d/Λ increases. It has been shown that the mode’s

frequency decreases at a fixed propagation constant kz when the displacement field D

is concentrated in the regions of high dielectric constant [95]. Hence, the frequency

increase in the 5th band is faster than the increase in the 4th band as the d/Λ
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Figure 3.4: Magnitude of Poynting flux, normalized to the peak, in the (a) 4th and
(b) 5th band. The red regions correspond to a large Poynting flux. Most of the flux
in the 4th band is located in the spots, which are the large glass regions between

three holes in the triangular structure. However, most of the flux in the 5th band is

located in the veins, which are the long thin connections between two spots.

increases, which implies that the bandgap opens wider. This result agrees with the

loss analysis in Fig. 9 of Ref. 20, which demonstrated that a higher d/Λ always yields

lower loss when the normalized frequency is optimized using a refractive index of

1.45. On the other hand, if we increase the refractive index, the mode’s frequency

decreases for each kz and eventually falls below the airline, so that air-guided modes

are no longer possible.

By contrast, when the refractive index is above 1.8, the relative bandgap has a

maximum at an d/Λ of about 0.8. To understand this behavior, we show in Fig. 3.6

the band diagram when we use a refractive index of 2.4 and a d/Λ of 0.75, with

a normalized propagation constant equal to kzΛ/2π = 0.8. In this figure, we find

that the bandgap between the 8th and 9th bands dominates. Point M -K is the

point where the highest frequency in the 8th band is located. In Fig. 3.7(a), the red

solid and dashed curves represent the lowest frequency in the 9th band and highest

frequency in the 8th band as functions of the d/Λ. At each d/Λ, the propagation
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Figure 3.5: Fill factor as a function of the d/Λ. Red dashed and blue solid curves
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constant is chosen so that the extrema of the 8th and 9th bands cross the air line.

Note that the red solid curve is nearly linear, while the red dashed curve is concave.

The blue solid curve represents the relative bandgap in percentage, which is the ratio

of the difference and the average of the two red curves. Note that blue curve has

a maximum at d/Λ of 0.78. In Fig. 3.7(b), the red dashed curve is the same as in

Fig. 3.7(a). Three solid blue curves represent the normalized frequency in the Γ, M ,

and M -K points as functions of the d/Λ. The extremum of the 8th band is located at

the M -K point when the d/Λ is small. As the d/Λ increases, the frequency at the Γ

point increases faster than it does at the M -K point, and the band extremum shifts

to the Γ point when the d/Λ is between 0.77 and 0.78. As a consequence, the dashed

curve is concave. A similar transition occurs when we fix the d/Λ at 0.8 and vary the
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Figure 3.6: Band diagram when we use a refractive index of 2.4 and an d/Λ of 0.75.
Yellow indicates the largest relative bandgap.

refractive index. Hence, the relative maximum bandgap has a peak, as shown in the

center of the Fig. 3.2. This peak is less steep than the peak at the left upper corner

of Fig. 3.2.

3.2 Mode leakage loss analysis

Next, we show the leakage loss for this fiber design near the center of the lowest

bandgap using the multipole method [35], [36]. We used a maximum order Mmax = 6

in the multipole expansion for the cladding holes and Mmax = 10 in the multipole

expansion for the center hole to obtain neff , the loss, and the mode intensity, and

we verified that using Mmax = 7 for the cladding holes and 11 for the center hole
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frequency in the Γ, M , and M -K points as a function of d/Λ.

yields the same neff to within 0.1% in all the simulations we used in this chapter.

The variation of the loss is larger, but it is not visible on a logarithmic scale. The

glass width between the center air hole and the first layer of air holes is set as small

as 0.08Λ in all of our simulations to suppress surface modes [96], [97]. Figure 3.8

shows the frequency dependence of the leakage loss for the air-core PBGFs with 5
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represents the loss for the optimized normalized frequency with different d/Λ. We
recall that normalized frequency ωΛ/2πc equals the pitch-wavelength ratio Λ/λ. Loss
is calculated by using a wavelength of 4 µm and a refractive index of 2.4.

rings of air holes, where d/Λ is taken as a parameter. The leakage loss is calculated

as Loss = 40π=(neff)/[ln(10)λ], where =(neff) and λ are the imaginary part of the

effective index and the wavelength in meters, respectively [35]. We also plot the loss

for optimized normalized frequency with different d/Λ in this figure as a dashed curve,

which connects all the minima of the solid curves. The dashed curves in Fig. 3.8 show

that there is a minimum loss with a d/Λ of 0.8 and a normalized frequency of 0.87.

One must optimize both the d/Λ and the normalized frequency in order to obtain the

minimum loss.

We calculated the minimum loss as a function of the refractive index after we
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Figure 3.9: (a) The normalized leakage loss (loss × wavelength) as a function of
refractive index. (b) The corresponding real part of the effective index.

optimized both the d/Λ and the normalized frequency for a refractive index between

1.4 and 2.8. Figure 3.9(a) shows the normalized minimum loss as a function of the

refractive index. There are four curves in Fig. 3.9(a). The modes in curve I are
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1 
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(b) 

Figure 3.10: Geometry and corresponding normalized mode intensity for a 5-layer air-
guided PBGF corresponding to (a) the mode found by our optimization procedure
without any constraints and (b) the mode found by our optimization procedure with
the constraint that more than 75% of the mode power is located in the central air

core. A normalized mode intensity smaller than 0.1 is not shown.

located at the bandgap between the 4th and 5th bands. The modes in curves II, III,

and IV are located at the bandgap between the 8th and 9th bands. The real part

of the effective index is shown in Fig. 3.9(b). As the real part of the effective index

approaches the left-hand side of curve IV, the modes become surface-like. In the

range of refractive indices in curve III, the search procedure to find the minimum loss

finds the mode at the avoided crossing in the middle of the core mode line. Because

we only account for leakage loss, the surface-like mode here has a lower loss than the

core mode in this case. However, in practice this mode will couple to extended modes

and have a high loss [22], so that the calculated low loss is not realistic. In order to

avoid finding the surface-like mode in the search procedure, we constrain the modes

that come from the search procedure to have 75% or more of its mode power in the

central air core. With this constraint, we obtain curve III in Fig. 3.9(a). The red

dashed curve in Fig. 3.9(a) is the result from the optimization without any constraints.

Figures 3.10(a) and (b) show the geometry and the corresponding mode intensity,
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Figure 3.11: (a) The solid curves represent the d/Λ corresponding to minimum loss.
The dashed curves with x-marks represent the d/Λ corresponding to the maximum
relative bandgap. (b) Relative bandgap when the d/Λ corresponds to the dashed
curve of (a).

normalized to its peak, with a refractive index of 2.2 found by the search procedure

without any constraints and found by the search procedure with constraint that more

than 75% of the mode power is located in the central air core. In Figs. 3.10(a)
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and (b), the black circles represent the hole boundaries and the color contour plots

represent the Poynting flux. The leakage losses calculated by the multipole method

corresponding to Figs. 3.10(a) and (b) are 16 and 19 dB/m with a wavelength of

4 µm, respectively. Hereafter, we will refer to curve III, in which this constraint is

obeyed, as the minimum loss curve, since the loss figures for the surface-like modes

are not realistic in practice [22]. We plot the d/Λ corresponding to the minimum

loss as the red solid curve in Fig. 3.11(a). The black dashed curves represent the

d/Λ corresponding to the largest relative bandgap for each refractive index, which is

the same as the black dashed curves in Fig. 3.2. The maximum difference between

the d/Λ corresponding to the maximum relative bandgap and the minimum loss is

about 0.03. Figure 3.11(b) shows the relative bandgap when the d/Λ corresponds to

the dashed curve of Fig. 3.11(a), which is the maximum possible relative bandgap

at each refractive index. The trends in Fig. 3.11(b) are the opposite of those in

Fig. 3.9(a). When the relative bandgap decreases, the loss increases, and vice versa.

The refractive index of 2.6, corresponding to the minimum loss, is higher than the

refractive index of 2.2, corresponding to the maximum relative bandgap. The reason

for this difference is that the higher refractive index contrast between the air and the

glass helps to confine the mode in the center air hole. Hence, the refractive index

corresponding to the minimum loss is somewhat higher.

Figure 3.12 shows the optimized normalized frequency corresponding to the curves

in Fig. 3.9 as a function of refractive index. Note that the optimized normalized

frequency decreases as the refractive index increases. The reason is that the field in a

material with a higher refractive index will have a lower frequency than the field with

a lower refractive index, assuming that the geometry and the propagation constant
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Figure 3.12: The optimized normalized frequency corresponding to curves in Fig. 3.9

as a function of refractive index.

are fixed. The normalized frequency that we showed in Fig. 3.1 will decrease as

the refractive index increases at a fixed propagation constant. Hence, the optimized

normalized frequency decreases as the refractive index increases. The slight offset

between curves I and II comes from the different bandgaps we discussed in Chapter

3.1. The optimized normalized frequency shown in Fig. 3.12 will be useful in the

practical design of the air-guided PBGF.

Figure 3.13 shows the geometry and the corresponding mode intensity, normalized

to its peak, for a 5-layer air-core PBGF using an refractive index of 2.6, a d/Λ of 0.8

and a normalized frequency of 0.79 corresponding to the minimum shown in the

curve IV in Fig. 3.9(a). The black circles represent the hole boundaries and the color

contour plots represent the Poynting flux. Figure 3.14 shows the loss as a function

of the number of air hole rings on a logarithmic scale with the same fiber parameter.

Note that the loss is less than 1 dB/km with 9 air hole rings and a wavelength of
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Figure 3.13: (a) Geometry and corresponding normalized mode intensity for a 5-layer
air-guided PBGF corresponding to the minima shown in the dashed curves in Fig. 3.9.

A normalized mode intensity smaller than 0.1 is not shown.

4 µm. This loss is lower than what can be obtained with 14 air hole rings with a d/Λ

of 0.9 for silica material with a refractive index of 1.45, as shown in Fig. 6 of Ref. 20.

We have also carried out the optimization procedure with 6 and 7 air hole rings, and

we find that the optimized d/Λ and normalized frequency corresponding to minimum

loss vary by 1% and 2%, respectively.
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Figure 3.14: The loss as a function of the number of air hole rings on a logarithmic

scale with the same fiber parameter.



Chapter 4

Optimization of the operational

bandwidth in air-core photonic bandgap

fibers

Air-core photonic bandgap fibers (PBGFs), in contrast to some other types of holey

fiber, guide light through the photonic bandgap effect, instead of using total internal

reflection [10]. These air-core PBGFs have the potential to provide very low-loss

transmission, along with delivery of high-powers and low nonlinearity. Surface modes,

which are located between the core and cladding, have been shown to have a significant

impact on the loss of the fundamental mode [22], [98]. Amezcua-Correa, et al. [23],

[24] demonstrated that by carefully selecting the thickness of the inner glass ring

around the core, it is possible to push the surface modes away from the center of

the bandgap in silica PBGFs. Laser-power delivery in infrared (IR) region through

optical fibers has important military and medical applications [15], [17]. Pearce, et

al. [97] showed that a PBGF with a 19-cell core and a glass refractive index of 2.4

has an operational bandwidth of 5% of the center frequency with an inner glass ring

thickness of 0.05Λ, where the pitch, Λ, is defined as the distance between the centers

of the nearby holes. However, this result does not indicate what parameter choice

95
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optimizes the bandwidth. In this chapter, we study the operational bandwidth as

a function of inner glass ring thickness for PBGFs with different refractive indices

for the glasses used for IR transmission. We analyze fibers with both a 19-cell and

a 7-cell core. These geometries were previous studied experimentally [23], [97]. The

optimum inner glass ring thickness that yields the widest operational bandwidth is

0.04Λ. The operational bandwidth increases when the refractive index decreases from

2.8 to 2.0, which is slightly larger than the range of possible values for chalcogenide

glass used for IR transmission [15].

4.1 Fiber geometry

We calculate the fiber modes and their propagation constants using Comsol Multi-

physics, a commercial full-vector mode solver based on the finite-element method.

Anisotropic perfectly-matched layers (PMLs) [20] are positioned outside the outer-

most ring of holes in order to reduce the simulation window for a PBGF with five

air-hole rings. To validate our simulations, we compared our results to the Fig. 3 of

Ref. 23, and we obtained agreement. Figure 4.1 shows the fiber core geometries for

two air-core PBGFs. The core is created by introducing a larger air hole at the center

of the fiber. Only a quarter of the geometry is used in modeling PBGFs because of

the symmetry of the fundamental core mode. Figures 4.1(a) and (b) correspond to

a 19-cell and 7-cell core, meaning that 19 and 7 air holes have been removed respec-

tively to form the core before the drawing process. In this study we use D/Λ = 0.8

for both 19-cell and 7-cell cores, which has been shown to yield a wide bandgap for

high index glass [86]. In Fig. 4.1(a), the corner of the inner glass ring is rounded with
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radius dp, where dp/Λ = 0.5. In Fig. 4.1(b), we use dp/Λ = 0.2. The corner of the

core region is rounded with radius dc, where dc/Λ = 0.94.

4.2 Result and analysis

When there is no coupling loss due to surface modes, the overall attenuation is domi-

nated by scattering loss due to surface roughness. This loss factor F can be estimated

from the field intensity at the air-glass interfaces as [99]

F =

(
ε0

µ0

)1/2
∮

hole perimeters
dl|E|2

| ∫
cross−section

dA(E×H∗) · ẑ| , (4.1)

where ε0 and µ0 are the vacuum permittivity and permeability, respectively, while

E and H denote the electric and magnetic field. In the numerator, the E-field is

evaluated along the path just inside each hole interface. Figure 4.2 shows the power

in the core as a percentage of the total power and the normalized loss factor F · Λ.

As the normalized ring thickness t/Λ increases, the number of surface modes also

increases. When t/Λ is larger than 0.08, the increase in the number of surface modes

leads to a decrease in the operational bandwidth. In Fig. 4.2(a), we use red to

indicate the parameter range where the fundamental core mode has more than 90%

of power located in the core. Yellow indicates avoided crossings due to the surface

modes [22]. Blue indicates the parameter range where the fundamental mode is no

longer confined in the core. Note that Figs. 4.2(a) and (b) are highly correlated. In

Fig. 4.3(a), we show the mode effective index as a function of normalized frequency

at a normalized ring thickness of 0.05. The blue solid and dashed curves represent

the fundamental air-guided mode and surface modes, respectively. The black dashed

lines represent the edge of the bandgap, calculated by the full-vectorial plane-wave
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Figure 4.1: Fiber geometries for PBGFs with (a) a 19-cell core and (b) a 7-cell core.
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method [38]. This fiber has an avoided crossing between the fundamental mode and

a surface mode within the bandgap at a normalized frequency of 0.9. Away from

the avoided crossing point, most of the optical power of the fundamental mode is

localized in the core region, as shown in mode (I). The surface mode (III) has most of

its power confined in the glass region between core and cladding. At a frequency near

the avoided crossing, the mode shown in (II) cannot be unambiguously identified as

either a core mode or a surface mode, since the power is distributed in both the core

and surface regions. In Fig. 4.3(b), we show both power in the core and the normalized

loss factor F · Λ. These two quantities are inversely related. We obtain the optimal

normalized ring thickness that yields the widest possible operational bandwidth when

F · Λ = 1.6. The optimal bandwidth is insensitive to the threshold value of 1.6 for

F · Λ, as is apparent in Fig. 4.3. The power in the core is more than 90% of the

total power in this case. We define the relative operational bandwidth as the ratio

of the widest operational bandwidth to the center frequency. Figure 4.4 shows the

relative operational bandwidth as a function of normalized ring thickness with glass

refractive indices of 2.2, 2.3, 2.4, and 2.5. Note that the optimal normalized ring

thickness is 0.04, which yields a relative operational bandwidth of nearly 6% for a

refractive index of 2.4. Figure 4.5 shows that the relative operational bandwidth as

a function of refractive index at a ring thickness of 0.04. The relative operational

bandwidth increases as the refractive index decreases from 2.8 to 2.0.

In Fig. 4.6, we present the power in the core and the normalized loss factor F · Λ

for a PBGF with a 7-cell core and a glass refractive index of 2.4. In this case, when

the normalized ring thickness is less than 0.05, the relative operational bandwidth

increases as the normalized ring thickness decreases. The relative operational band-
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Figure 4.3: (a) The mode effective index as a function of normalized frequency at
a normalized ring thickness of 0.05. The blue solid and dashed curves represent the

fundamental air-guided mode and surface modes, respectively. The black dashed lines
represent the edge of the bandgap. (b) The comparison between power in the core
and normalized factor F · Λ for a PBGF with a 19-cell core. Black dash-dotted line

indicates F ·Λ = 1.6. (c) The relative mode intensity profiles correspond to points I,
II, and III in (a).



102

Normalized ring thickness

2

ba
nd

w
id

th
 (

%
)

Λ( /  )t

7

0.02 0.06

2.2n=
2.3

2.4
2.5

R
el

at
iv

e 
op

er
at

io
na

l

Figure 4.4: Relative operational bandwidth as a function of normalized ring thickness.

ba
nd

w
id

th
 (

%
)

7

R
el

at
iv

e 
op

er
at

io
na

l

2.8n1.8
4

Figure 4.5: The relative operational bandwidth for different glass refractive indices

with a normalized ring thickness of 0.04.



103

 

 0.08

0.02 30

100
(a)

Λ
( 

/  
)

t

0.920.84 ωΛ    π(      /2   c)
Normalized frequency

Pow
er in the core (%

)

 

 0.08

0.02
0.84

0

Λ
( 

/  
)

t

0.92ωΛ    π(      /2   c)
Normalized frequency

F
Λ

(b)
8

Figure 4.6: Contour plots of (a) power in the core and (b) F · Λ for a PBGF with a
7-cell core.



104

width is higher than 6% when the normalized ring thickness is less than 0.03. Such

a small ring thickness may be difficult to draw in practice.



Chapter 5

Raman response function and

supercontinuum generation in

chalcogenide fiber

Supercontinuum generation uses the Kerr effect and the Raman effect in optical fibers

to broaden the bandwidth of an optical signal, and it has numerous applications to

spectroscopy, pulse compression, and the design of tunable ultrafast femto second

laser sources [100]. Most investigations to date have used silica fibers. The longest

wavelength that can be generated in silica fibers is below 2 µm, because the wavelength

is limited by the material loss of the fiber. Supercontinuum generation beyond this

wavelength requires fibers with longer infrared (IR) transmission windows. Price, et

al. [101] have shown theoretically that it is possible to generate an IR supercontinuum

from 2 to 5 µm using a bismuth-glass PCF with the same structure. Domachuk, et

al. [102] have experimentally generated a mid-IR supercontinuum with a spectral

range of 0.8 to 4.9 µm using a tellurite PCF with the same structure. However, the

light generated above 2 µm is very limited. Shaw, et al. have reported experimental

work that demonstrates supercontinuum generation from 2.1 to 3.2 µm in an As2Se3-

based chalcogenide PCF with one ring of air holes in a hexagonal structure [26]. In this
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paper, we report a detailed investigation of supercontinuum generation using an As-

Se based chalcogenide PCF in a hexagonal structure. We present the experimentally

measured Raman spectrum, which is proportional to the imaginary part of third-

order nonlinear susceptibility. We then calculated the real part of the third-order

nonlinear susceptibility using the Kramers-Kronig relations [103] and from the total

susceptibility, we calculate the time-domain Raman response function. Using the total

nonlinear time-domain response function of the chalcogenide fiber, which includes

both the instantaneous (Kerr) response and the delayed (Raman) response, we are

able to theoretically reproduce the experimentally-measured bandwidth [26] of the

supercontinuum generation. This result shows that the measured nonlinear response

of the chalcogenide fiber can completely account for the supercontinuum generation.

We then theoretically find a relatively flat bandwidth of more than 4 µm, in which

roughly the same maximum power is obtained over the entire bandwidth, can be

generated using an endlessly single-mode As2Se3-based chalcogenide PCF with an air

hole diameter to pitch value of 0.4 and a pitch value of 3 µm. Compared to tellurite

glass, chalcogenide glass has a larger refractive index and a higher nonlinear index,

leading to a greater modal confinement and a higher nonlinearity.

5.1 Raman response function for chalcogenide fiber

We solve the generalized nonlinear Schrödinger equation (GNLS) [100]:

∂A(z, t)

∂z
+

a

2
A− iIFT{[β(ω0 + Ω)− β(ω0)− Ωβ(ω0)]Ã(z, Ω)}

= iγ

(
1 +

i

ω0

∂

∂t

)[
A(z, t)

∫ t

−∞
R(t′)|A(z, t− t′)|2dt′

]
,

(5.1)

where A(z, t) is the electric field envelope. IFT{} denotes the inverse Fourier trans-

form. γ = n2ω0/(cAeff) is the nonlinear coefficient, n2 is the nonlinear refractive
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index, a is fiber loss, and Aeff is the fiber’s effective area. We use the full dispersion

curve. It is equivalent to expanding the dispersion relation in a Taylor series when the

series converges. While one often writes the GNLS with a Taylor series, this calcula-

tion is usually done in practice using the inverse Fourier transform unless the Taylor

series only has a small number of terms, like 2 or 3. The nonlinear response function

R(t) = (1 − fR)δ(t) + fRhR(t) includes both the Kerr δ(t) and Raman hR(t) contri-

butions [103]. Figure 5.1(a) shows the normalized imaginary part of the third-order

susceptibility N ′′, which is proportional to the Raman gain. The blue solid curve and

the red dashed curve represent the measured Raman gain in a chalcogenide fiber [18]

and the Raman gain in a silica fiber [103], respectively. Figure 5.1(b) shows the real

part of the third-order susceptibility N ′ in the same arbitrary units, which is obtained

from a Kramers-Kronig (Hilbert) transformation of N ′′ [103]. The Raman response

function, shown in Fig. 5.2, may be obtained from either the real part or the imag-

inary part of the third-order susceptibility since they have even and odd symmetry,

respectively [103]. Note that
∫∞

0
hR(t)dt = 1 [103]. The Raman gain for silica fiber

has a peak at around 440 cm−1, and the Raman gain for chalcogenide fiber has a peak

at around 230 cm−1. Hence, the response function for chalcogenide fiber has a longer

response time than silica fiber, as shown in Fig. 5.2, and the Raman response must

be taken into account for pulses as long as a picosecond, in contrast to silica fibers,

where the finite time delay may be ignored for pulses that are longer than about 300

fs. The quantity fR represents the Raman contribution to the nonlinearity. The Ra-

man power gain coefficient g is related to fR by g(Ω) = (2ωp/c)n2fRIm[HR(Ω)] [103],

where ωp and Im[HR(Ω)] represent the pump frequency and the imaginary part of the

Fourier transform of hR(t), respectively. We then obtain fR = 0.1 for chalcogenide
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fiber using parameters reported in Ref. 18. The convolution integral in Eq. 5.1 is

calculated as a product in the frequency domain.

5.2 Comparison between theory and experiment

Figure 5.3 shows the material dispersion calculated from refractive indices measured

at the Naval Research Laboratory for chalcogenide glass and the total dispersion

calculated from a chalcogenide PCF with one air-hole ring, respectively. We model

a chalcogenide PCF with a core diameter of 10 µm and a hole diameter to pitch

ratio of 0.8. The full dispersion curve is used to solve Eq. 5.1. In Fig. 5.4, the

blue solid curve and the red dashed curve show the simulation and corresponding

experimental spectra [26] with a resolution bandwidth of 1 nm after one meter of

chalcogenide PCF. In accordance with the parameters from Ref. 26, the loss is set

to 4.8 dB/m, and the input signal has a full width at half maximum of 100 fs, a

pulse energy of 100 pJ, and a wavelength of 2.5 µm. For the nonlinear index n2,

we used n2 = 1.5 ×10−17 m/W at a wavelength of 2.5 µm, which we obtained from

Fig. 5 of Ref. 18. The simulation result is in good agreement with experiment. While

there are quantitative differences that we attribute to a combination of longitudinal

variation of the fiber cross-section, uneven spectral response of the optical spectrum

analyzer (OSA), and the wavelength dependent coupling losses into the OSA [104], the

simulations accurately reproduce the bandwidth of the supercontinuum in the range

of 2.1 to 3.2 µm to within 5%. Accurate reproduction of the bandwidth has been

the main goal in simulations of supercontinuum generation [105], [106]. This result

shows that the measured nonlinear response of the chalcogenide fiber can completely

account for the supercontinuum generation.
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part of the third-order susceptibility is shown in the same arbitrary units.
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5.3 Single mode analysis

It has been shown that silica PCFs with some geometries can be single-mode for any

wavelength [107]. Here, we want to find the single-mode condition for chalcogenide

fiber. The cutoff wavelength of a higher-order mode is determined by using the

effective cladding index nFSM. The value nFSM is the effective index of the fundamental

space-filling mode (FSM), which is defined as the fundamental mode of the infinite

photonic crystal cladding if the core is absent [107]. Figure 5.5 shows nFSM as a

function of the ratio of wavelength to pitch, λ/Λ, with different ratios of hole diameter

to pitch, d/Λ, calculated by using the full-vectorial plane-wave method [94]. The

refractive index of the background glass is set to 2.8, corresponding to the refractive

index of As2Se3 at a wavelength of 4 µm, and material dispersion is ignored here for
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simplicity. Note that nFSM strongly depends on both the ratio of wavelength to pitch

and the ratio of hole diameter to pitch. In a standard step-index fiber (SIF), the

number of guided modes is determined by the V -value [108],

V =
2π

λ
a(n2

co − n2
cl)

1/2, (5.2)

where, a, λ, nco, and ncl represent the core radius, wavelength, core index, and

cladding index, respectively. The value V must be less than 2.405 for a fiber to

have a single mode. The effective V for PCF can be defined by [109]

Veff =
2π

λ
aeff(n2

co − n2
FSM)1/2, (5.3)

where aeff is the effective core radius. We use aeff = Λ/
√

3 with the cutoff condition

of Veff = 2.405 [109]–[111]. Figure 5.6 shows the curves corresponding to Veff = 2.405

for different refractive indices of glass. The red solid curve represents silica with a

refractive index of 1.45, which reproduces the result in Ref. 109. The blue and green

solid curves represent refractive indices of 2.4 and 2.8, which correspond to refractive

indices of As2S3 and As2Se3 at a wavelength of 4 µm, respectively. At each index, the

parameter values in the area above the curve corresponding to Veff = 2.405 and to

the left of the dashed line yield single-mode operation. While the single-mode region

and multi-mode region in Fig. 5.6 vary as the refractive index changes, the endlessly

single-mode region is almost unchanged at every index. The physical reason is as

follows: When λ/Λ is small, we may approximate Eq. 5.3 as

Veff ' 2
√

2ncoπ√
3λ/Λ

(nco − nFSM)1/2. (5.4)

Using data shown in Fig. 5.5 with small λ/Λ, we find that nco−nFSM is proportional

to (λ/Λ)2 and depends on d/Λ exponentially. Hence, Veff in Eq. 5.4 is independent of
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λ/Λ at small λ/Λ, which is why the curve corresponding to Veff = 2.405 falls steeply

as d/Λ is reduced in Fig. 5.6. Considering that glass typically has a refractive index

range of 1.45 and 2.8 [14], the variation of
√

nco is small compared to the variation

in d/Λ. Hence, PCF becomes endlessly single-mode at nearly the same d/Λ with

different refractive indices.

5.4 Supercontinuum generation using four-wave mix-

ing

Next, we consider the effect of supercontinuum generation using four-wave mixing in

As3Se2-based PCF. In this process, two pump photons at the same frequency generate

a Stoke and an anti-Stokes photon. The phase-matching condition is [112], [113]

(nsωs + naωa − 2npωp)/c + 2(1− fR)γ(ωp)Pp = 0, (5.5)

where ns, na, and np are effective refractive indices at angular frequency ωs, ωa,

and ωp for the Stokes, anti-Stokes, and pump wave, respectively, and Pp is the peak

power of the pump. Again, we use the full dispersion curve to calculate phase-

matching condition. Figure 5.7 shows the phase-matching diagram calculated for the

As2Se3-based chalcogenide PCF. The blue solid, dashed, and dotted curves present

the phase-matching conditions for peak powers of 1, 0.1, and 0 kW, respectively, with

d/Λ = 0.4 and Λ = 3 µm. The red dash-dotted curve presents the phase-matching

condition for a peak power of 0.1 kW for PCF with d/Λ = 0.4 and Λ = 2.5 µm. Note

that between the wavelength of 2.5 µm and 3 µm, the wavelength generated by PCF

with Λ = 3 µm is longer than the wavelength generated by PCF with Λ = 2.5 µm.

We consider PCF with d/Λ = 0.4 in this chapter so that it operates in an endlessly

single-mode parameter regime.
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Figure 5.7: The phase-matching diagram is calculated for an As2Se3-based chalco-

genide PCF. The blue solid, dashed, and dotted curves present the phase-matching
conditions for peak powers of 1, 0.1, and 0 kW, respectively, with d/Λ = 0.4 and
Λ = 3 µm. The red dash-dotted curve presents the phase-matching condition for a
peak power of 0.1 kW for PCF with d/Λ = 0.4 and Λ = 2.5 µm.
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Figure 5.8: The output spectrum using a As2Se3-based PCF with d/Λ = 0.4 and
Λ = 3 µm. The input pulse has a FWHM of 500 fs. The input peak power is set at

1 kW.
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Figure 5.9: Movie of a simulation of the spectrogram as the wave propagates along

the PCF. The black solid curve shows the group delay with respect to the wave at

2.5 µm.

We next solve Eq. 5.1 computationally to find an optimized pitch value of PCF

that maximizes the supercontinuum generation. Most of the spectral broadening oc-

curs in the first few centimeters. So, when we set the length of the fiber equal to 0.1

meter, we find that a longer fiber length does not increase the supercontinuum band-

width. The effective area is calculated with different values of the pitch [114]. The

loss includes leakage loss and material loss for chalcogenide fiber with low hydrogen

impurities [115], which has a low-loss region from 2 µm to about 10 µm. We set the

total loss so that the minimum loss is 4.8 dB/m, which is consistent with Ref. 26.

Figure 5.8 shows the output spectrum using a As2Se3-based PCF with Λ = 3 µm.

The input pulse has a full-width half maximum (FWHM) of 500 fs and peak power

of 1 kW. We define a total generated bandwidth as the bandwidth inside frequency

limits that are 20 dB down from the peak of the spectrum. The total generated

bandwidth is more than 4 µm in Fig. 5.8.

Figure 5.9 shows a movie of a simulation of the spectrogram as the wave propagates
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Figure 5.10: The dispersion curve for PCF with d/Λ = 0.4 and Λ = 3 µm.

along the PCF. The black solid curve shows the group delay with respect to the wave

at 2.5 µm. In the beginning, the effect of self-phase modulation first broadens the

spectrum into the region around 2.6 µm and 2.7 µm. At a distance of about 0.03

m, the power is generated at wavelength around 4 – 5 µm due to four-wave mixing,

which is consistent with the phase-matching diagram in Fig. 5.7. In the final stage,

the solitons generated using four-wave mixing around 4 – 5 µm are shifted to longer

wavelengths due to the soliton self-frequency shift [116]. The center frequency of the

largest soliton is shifted to around 5.5 µm. There is little additional shifting because

of lower dispersion above 5 µm, as shown in Fig. 5.10, and decreased power due to

the fiber attenuation. The amount of the soliton self-frequency shift in wavelength

has been shown to be proportional to the dispersion [116].

Figure 5.11 shows the total generated bandwidth as a function of Λ. Note that

there is a peak around Λ ' 2.8 µm. When the pitch is small, the bandwidth that can

be generated using the four-wave mixing process, as shown in the red curve of Fig. 5.7,

is narrower than the wavelength generated using a longer pitch, as shown in the blue
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Figure 5.12: The total generated bandwidth as a function of the FWHM of the input

pulse.
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Figure 5.13: Spectrograms with (a) an input FWHM of 600 ps and (b) an input
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Figure 5.14: The total generated bandwidth as a function of input peak power.
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curves of Fig. 5.7. When the pitch is large, the effective area becomes large and hence

the nonlinearity is low. Figure 5.12 shows the total generated bandwidth as a function

of the FWHM of the input pulse. The input peak power is fixed at 1 kW. Note that

when the FWHM increases from 100 fs to 500 fs, the total generated bandwidth

increases almost linearly, which implies that it is easier to generate a supercontinuum

for a wider pulse. When the FWHM is larger than 600 fs, the curve for the total

generated bandwidth fluctuates. The fluctuations occur because input pulses with

different durations generate different numbers of solitons with different amplitudes,

and the number and the amplitudes change abruptly. Figs. 5.13(a) and (b) show the

spectrumgrams with an input FWHM of 600 ps and 650 ps, respectively. When the

pulse duration is 600 fs, there are about ten solitons, one of which has a relatively large

amplitude, resulting in a large self-frequency shift, as shown in Fig. 5.13(a). When

the pulse duration is 650 fs, there are still about ten solitons. However, all have a

relatively low amplitude, and none of them undergoes a large self-frequency shift, as

shown in Fig. 5.13(b). Hence, the bandwidth goes down when the FWHM duration

changes from 600 fs to 650 fs. Figure 5.14 shows the total generated bandwidth as

a function of input peak power. The FWHM of the input pulse is fixed at 500 fs.

The total generated bandwidth increases as the peak power increases until the peak

power reaches 1.4 kW.



Chapter 6

Conclusion

Photonic crystal fibers (PCFs) can be divided into two main categories, solid core

PCFs and air-guided PBGFs. In solid core PCFs, light is guided by total internal

reflection. In air-guided PCFs, also called hollow core photonic band gap fibers

(PBGFs), there is a big air core in the center, and the periodic cladding forms a

photonic bandgap to confine the mode. PBGFs have the potential to provide very low-

loss transmission, along with delivery of high power and low nonlinearity, while solid

core PCF provides high nonlinearity that may be used to generate a supercontinuum.

In this dissertation, we present calculations of the leakage loss, the bandgap effect, and

the surface mode effect in PBGFs, and we also present calculations of supercontinuum

generation using the Kerr and Raman effects in solid-core chalcogenide PCFs.

We first calculate the wave propagation in a uniform medium, three-layer slab

waveguide, W-type slab waveguide, and bandgap slab waveguide. We decompose an

input pulse into a set of basis functions. In leaky structures, like a W-type slab wave-

guide and a bandgap slab waveguide, we must integrate over a Lorentzian-shaped

function to calculate the field at a distance z. The leakage loss coefficients that are

calculated by integrating over the radiation mode contributions, direct determina-
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tion of the leaky mode attenuation, and a perturbation method agree well. Steepest

descent asymptotic analysis is applied to correctly predict the power at a large dis-

tance for all waveguide structures we consider here. The leaky mode and steepest

descent asymptotic analysis yield exponential decay and algebraic decay, respectively.

Hence, at a large distance, the power decay rate changes from exponential to alge-

braic. The wave propagation shows that the power lost in a leaky structure is actually

redistributed from the core into the outside region.

We show the bandgap and mode analysis for two peaks in the relative bandgap

when we vary the air-filling factor and the refractive index. The difference between

the air-filling factors for the maximum relative bandgap and the lowest loss is around

0.03 with a refractive index between 1.4 and 2.8. Thus, this work supports the

assumption of Pottage, et al. [21] that the analysis of the unit-cell bandgap is a good

indication of the optimal air-filling factor for air-core PBGF design. We also found

that when the relative bandgap increases, the loss decreases, and vice versa. There

exists a minimum loss in the high index region. The refractive index corresponding to

this minimum loss is higher than the refractive index corresponding to the maximum

relative bandgap, since a high index contrast helps to confine the mode. The optimal

normalized frequency corresponding to minimum loss decreases as the refractive index

increases.

In terms of the surface mode effect, we found that for PBGFs with a 19-cell core,

a normalized ring thickness of 0.04 yields the widest operational bandwidth, which

is nearly 6%. The operational bandwidth increases as the refractive index decreases

from 2.8 to 2.0. For PBGFs with a 7-cell core, one must draw fiber with a ring

thickness of less than 0.03Λ to achieve a comparable operational bandwidth.
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We show the third-order susceptibility and the Raman response function for

As2Se3-based chalcogenide fiber. Using the calculated Raman response function

and the total dispersion, we showed that it is possible to accurately reproduce the

experimentally-observed bandwidth of the IR supercontinuum generation using chalco-

genide PCF that was reported in Ref. 26. We then use the validated code to optimize

the fiber geometry to maximize the supercontinuum generation in IR region. We

found that the PCF becomes endlessly single-mode at d/Λ < 0.42 for all the refrac-

tive indices of glass. Using the effect of FWM in combination of SPM and SSFS, we

theoretically found that a bandwidth of more than 4 µm can be generated using an

endlessly single mode As2Se3-based chalcogenide PCF with d/Λ = 0.4 and Λ = 3 µm.
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