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Abstract

Title of Dissertation: Comparison of the Chirped Return-to-Zero and

Dispersion Managed Soliton Modulation Formats

in Wavelength Division Multiplexed Systems

Ruo-Mei Mu, Doctor of Philosophy, 2001

Dissertation directed by: Professor Curtis R. Menyuk

Computer Science and Electrical Engineering

I numerically simulated long-distance, high-bit-rate, wavelength-division-multiplex-

ed transmission in dispersion-managed systems. I investigated chirped return-to-zero

(CRZ) and dispersion managed soliton (DMS) formats that have been employed in

experimental demonstration systems|including the Tyco-CRZ system [1], [2], the

CNET-DMS system [3]{[5], and the KDD-RZ system [6]{[9]|as well as our own

system at University of Maryland Baltimore County (UMBC) [10]{[15]. Consistent

with earlier experiments, I �nd that the chirped return-to-zero format has signi�-

cant advantages over the periodically stationary dispersion-managed soliton format

in wavelength-division-multiplexed systems. Hence, the dispersion-managed soliton

and the chirped return-to-zero pulse formats used in practice have converged toward

a quasilinear evolution that is not periodically stationary. I elucidate the physical

reasons for these advantages. I will discuss in detail the dynamics of the chirped



return-to-zero systems, carefully distinguishing noise e�ects, single-channel nonlinear

e�ects, and multi-channel nonlinear e�ects. In this way, I provide a physical basis

for understanding chirped return-to-zero systems that should prove useful for future

system design. In particular, I �nd that the pulse evolution is dominated by linear

dispersion and that the spread in the eye diagram is dominated by signal-spontaneous

beat noise, just like in linear systems, although nonlinearity plays an important role

and must be carefully mitigated.
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Chapter 1

Introduction

In just the last few years, the ever-increasing volume of digital information has turned

wavelength-division-multiplexed (WDM) �ber communications systems into a billion-

dollar mainstream business, and it has created what is perhaps the most rapid emer-

gence of a new technology in the history of mankind. Especially, in the past couple of

years, the true excitement is that this �eld has achieved a large degree of commercial

applicability as central telephone administrations and network operators around the

world recognize their need for tremendous network capacity growth due to the traÆc

demands for video and multimedia services. Fiber optical transport technology will

play a signi�cant role in helping to achieve the needed bandwidth. Consequently, the

optical transmission systems and related technologies are being marketed by many

major telecommunications equipment suppliers as well as a number of promising

startup companies.

The time to bring research prototypes to the market has been shortened from

several years to two years or even less [19]. It is generally recognized that the avail-

able bandwidth in optical �bers has been underutilized in traditional single-channel

systems by about four orders of magnitude [20]. So it is natural to mine this band-
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width resource by employing optical WDM tools. By now, WDM technology has

made it possible to achieve high capacity systems of over 1 Tbit/s. The most exciting

achievements were reported recently in the European Conference on Optical Com-

munications. There were experimental demonstrations of systems with transmission

rates of at least 5 Tbit/s. One was a 160 Gbit/s � 40 WDM transmission system

over 186 km from NEC [21]. The second was a 7 Tbit/s (176 � 40 Gbit/s) bidirec-

tional interleaved WDM transmission system with a 50 GHz channel spacing from

Siemens AG [22]. The third was a 5.12 Tbit/s (128 � 40 Gbit/s) system over 3 �

100 km of TeraLightTM �ber from Alcatel [23]. In the long-haul transmission �eld,

the most recent results include a 180 � 10 Gbit/s WDM system over 7000 km with

0.4 (bits/s)/Hz spectral eÆciency from TyCom [24], a 1 Tbit/s WDM transmission

over 10,000 km with a channel spacing of 50 GHz from Fujitsu [25], a 1.1 Tbit/s (55

� 20 Gbit/s) dense WDM soliton transmission system over 3,020 km from NEC [26],

and a 211 � 10 Gbit/s over 7,221 km with an ampli�er spacing of 80 km that used

Raman/EDFA hybrid in-line ampli�ers [27]. One of the most daunting aspects of

ultra-high capacity WDM experimental systems is the large amount of equipment

that is required. Thus, increasing the bit rate per channel beyond tens of gigabits per

second is a practical alternative to just expanding the number of optical wavelengths,

which has the potential diÆculty of requiring a tremendous amount of electrical power

for the optical devices to be delivered through copper cables [28].

A fundamental limitation facing ultra-high-speed WDM transmission systems

arises from the Scylla and Charybdis of �ber properties: chromatic dispersion and

optical nonlinearity. Dispersion limits the bit rates achievable in a single optical

channel according to the relation B2DL < 1:04 � 105 where B is the bit rate in

gigabits/second [29]. The development of dispersion-shifted �ber (DSF) promised to
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remove this limitation by redesigning the �ber index pro�le to generate a waveguide

dispersion that cancels the material dispersion at the operating wavelength (typically

1550 nm). Unfortunately, this solution only removes dispersion. At the same time, it

enhances the e�ect of the nonlinearity because �bers that operate near zero disper-

sion provide an ideal medium for phase-matched generation of new optical waves via

four wave mixing. To reduce the four wave mixing, it requires a high local dispersion,

while at the same time minimizing the pulse distortion requires a low cumulative

dispersion. Modern systems use dispersion management in which sections of large

positive dispersion alternate with sections of large negative dispersion. [30]{[33]. In

contrast to DSF, the high local dispersion in the dispersion map destroys the phase

matching that generates strong four wave mixing while at the same time keeping the

path average dispersion low. Hence the transmission distance increases. In addition,

the higher local dispersion can also be used to balance or manage the nonlinearity

due to the inevitable increase of optical power in WDM systems. Furthermore, the

invention of the dispersion compensating �ber (DCF) has made it possible to balance

the accumulated �ber dispersion along the transmission line. Recently, new �bers

have been developed that make it possible to reduce the total average dispersion

slope among the WDM channels by providing a negative dispersion slope [5], [19]{

[27].

A consequence of the universal use of dispersion management is that it might

end the old debate, that has lasted nearly two decades, about the preferable data

modulation format in high capacity systems|a soliton format or a non-soliton format

such as non-return to zero (NRZ). As individual channel data rate and the number

of WDM channels have continued to grow, both formats have evolved substantially.

Solitons have evolved into dispersion managed solitons (DMS), and NRZ has evolved
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into chirped return to zero (CRZ). These two types of systems resemble each other

in many respects [34].

Adding the channels together in a WDM system inevitably increases the total

optical signal power launched into the �ber link so that the �ber nonlinearity becomes

signi�cant during pulse propagation. Thus, the �ber nonlinearity is important in every

WDM system no matter what format is used; however, the exact role of the �ber

nonlinearity in each individual system remains unclear. Under these circumstance, it

is worthwhile to carefully study the in
uence of the nonlinearity in current DMS and

CRZ systems.

The basic goal of my dissertation is to theoretically compare the behaviors of

both DMS and CRZ formats in WDM systems at 10 Gbit/s per channel so that

one can carefully explore the physical impacts of the nonlinearity on these systems

and �nd the optimal method to combat them in future WDM system design. Based

on the successful simulation model that I have built [35], my investigation will be

carried out by numerically evaluating the performance of the system including all the

necessary physical phenomena. In addition to studying the performance of several

in
uential experiments [1]{[9], I am also proposing a novel WDM con�guration that

can be built as a 
exible experimental tool to investigate both the DMS and the CRZ

formats. This system setup allows the users to compensate both the dispersion and

gain variations as a function of frequency so that one can study both DMS and CRZ

signals. The feasibility of transmitting quasi-DMS pulses at multiple wavelengths has

been tested.

My investigation will be based on a variant of the nonlinear Schr�odinger equation

(NLS) that includes ampli�ed spontaneous emission (ASE) noise and the actual sys-

tem con�guration. To determine an acceptable system performance, I will calculate



5

the timing jitter and the amplitude jitter individually. Using them, I will estimate

the bit error rate (BER) and �nd the system parameters that are required to achieve

a BER of less than 10�9. The achievable power margin will be the key factor that

determines the optimal system design.

The basic mathematical model guiding my numerical experiments is presented in

Chap. 2. In Chap. 3, I describe the validation of my ASE model by studying the tim-

ing jitter in DMS systems. Then, I calibrate the performance of my simulator in more

detail by comparing the simulation results against the measured results from the sin-

gle channel DMS experiment built at Laboratory for Physical Sciences [11], [14], [15].

After achieving excellent agreement between experimental results and theoretical cal-

culations, I designed a quasi-DMS WDM system propagating over 10,000 km which

is an upgrade version of the single-channel setup [11]. Studies of signal dynamics as

well as the multi-channel performance are presented in Chap. 5. In Chap. 6, I focus

on a study that compares the signal characteristics and system performance in the

Tyco-CRZ system [1], [2], the CNET-DMS system [3]{[5], and the KDD-RZ system

[6]{[8]. In Chap. 7, I brie
y summarize the results of my dissertation.



Chapter 2

Mathematical models

2.1 Modi�ed NLS equations

In general, my simulation model used a modi�ed nonlinear Schr�odinger equation that

may be written as

i
@q

@z
+
1

2
[�(z)� ib(z)]

@2q

@t2
+

i

6
d
@3q

@t3
+ jqj

2
q = ia(z)q + F̂ (z; t): (2.1)

Here, the pulse envelope q is normalized as q = E(n2!0LD=Ae�c)
1=2, where E is the

electric �eld envelope, n2 = 2:6�10�16 cm2=W is the Kerr coeÆcient, !0 is the central

frequency, Ae� is the e�ective area, and c is the speed of light. The quantity LD is

the characteristic dispersion length; it equals T 2
0 =j�

00

0 j, where T0 is a characteristic

scale time, and �
00

0 is the dispersion used in characteristic scaling. The distance z

is normalized as z = Z=LD, where Z is the physical distance. The retarded time

t is normalized as t = (T � �
0

0Z)=T0, where T is the physical time and �
0

0 is the

inverse group velocity. Other quantities are normalized as follows: � = ��
00

(z)=j�
00

0 j,

d = ��
000

0 T0=j�
00

0 j, where �
000

0 is the third order dispersion, and b(z) = B(z)LD=T
2
0 ,

where B(z) is the �lter curvature when in-line �lters are present.
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The variable a(z) = �(z)=2LD, where �(z) is the power gain or loss. The net gain

coeÆcient a(z) may be written as:

a(z) =

8>><
>>:

gm; zm; r < z < zm; r + Lamp

��; elsewhere;
(2.2)

where gm is the gain coeÆcient of the m-th ampli�er and � is the loss coeÆcient of

the �ber, while zm;r is the initial position of the m-th ampli�er on the r-th round trip

and Lamp is the ampli�er length. The approach introduced here focuses on a loop

system; however, for a straight-line system, I would set r equal to 1 and make no

other changes. The autocorrelation function for the Langevin term in Eq. (2.1) may

be written as:

hF̂ (z; t)F̂ �(z0; t0)i = 2�(z)gm
n2�h!

2
0LD

Ae�T0c
Æ(z � z0)Æ(t� t0); (2.3)

where �h is the Plank's constant and �(z) equals the spontaneous emission factor nsp

when zm; r < z < zm; r+Lamp and is zero elsewhere. I solve Eq. (2.1) using a standard

split-step approach.

2.2 Gain saturation model

In order to accurately calculate the evolution of the pulses in WDM systems, it is of

critical importance to carefully calculate the e�ects of the ampli�er saturation using

a multiple time/length scale approach in which I average over the rapid variations of

q(z; t) to determine the evolution of the gain and then �x the gain to determine the

evolution of q(z; t) [35], [36]. If I consider the evolution of the gain coeÆcient of the

m-th ampli�er in the loop, then its gain coeÆcient may be written,

@gm(�; �)

@�
+
gm(�; �)� gm;0

�A
= �

gm(�; �)jq(�; �)j
2

Usat

; (2.4)
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where � = T=T0 is the normalized time; in contrast to t used in Eq. (2.1), � is

unretarded. The distance � is internal to the ampli�er so that 0 � � � Lamp and is

normalized with respect to LD. The quantity gm;0 is the unsaturated gain of the m-th

ampli�er, �A is the normalized relaxation time, and Usat is the saturation energy. To

model the recirculating loop experiment of Jacob, et al. [11], I set �A equal 1 msec

and Usat equal 10 �joule, corresponding to a saturation power of 10 mW.

To solve Eq. (2.1), in parallel with Eq. (2.4), I must relate � and � to z and t

in the m-th ampli�er. I �rst note that � = (LD�
0

0=T0)z. If the recirculating loop is

short (around 100{200 km), I must take into account the transient evolution of the

gain in each ampli�er as well as the variation of jq(�; �)j2 as a function of position �

inside the ampli�er. However, I may assume that at a �xed value of � this variation is

very slow. Since I only keep a limited range of � in Eq. (2.1)|on the order of several

hundred picoseconds|I may average over the rapid variations of q(z; t) as a function

of t to �nd

gm;r+1(�) = gm;r(�) exp

"
�N

 
�t

�A
+
Um; r(�)

Usat

!#

+ gm;0

�t

�A

1� exp

"
�N

 
�t

�A
+
Um; r(�)

Usat

!#

�t

�A
+
Um;r(�)

Usat

; (2.5)

where N pulses �ll the loop with pulses separated in time by �t so that �z =

(T0=LD�
0

0)N�t is one round trip in the loop in normalized units. The integer r

indicates the number of round trips so that z = zm; r is the z-coordinate of the entry

to the m-th ampli�er on the r-th round trip, and

gm;r(�) = gm
h
� = (LD�

0

0=T0)zm;r; �
i
: (2.6)

Finally, the energy Um;r(�) = hjq(zm;r + �; t)j2i�t corresponds to the average energy
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in a single bit at z = zm;r + �. Having at each � determined the slow variation of

the gain from Eq. (2.5), I then determine the fast variation of q(z; t) from Eq. (2.1)

by assuming that the gain is independent of t on each round trip. I have found

that dividing the ampli�er into 100 sections yields a suÆciently accurate numerical

solution for gm;r(�). I note that in steady state, Eq. (2.5) becomes

gm;r+1(�) = gm;r(�) =
gm;0

1 +
�A

�t

Um;r(�)

Usat

; (2.7)

where Um;r(�) is constant as a function of r. To obtain accurate results for the

convergence of initial pulse shapes to their �nal values, one must use Eq. (2.4) to

simulate the saturation of the erbium doped �ber ampli�er (EDFA) in the short loop

cases; however, for a longer loop (longer than 200 km), I prefer to use the steady

state solution of Eq. (2.7) because the round trip time of the signal propagation is

longer than the relaxation time �A of the EDFA so that I can assume the EDFA has

reached its steady state.

2.3 Scale length

Previous studies [29], [36] show that the signal behavior in a given transmission sys-

tem can be characterized by the ratio of the transmission distance over the nonlinear

length, and the dispersion length. These theories indicate that the pulse behavior will

be dominated by the dispersion when the transmission distance is larger than the dis-

persion length. Similarly, one could expect a signi�cant in
uence of the nonlinearity

in a system when the ratio of the total transmission distance to the nonlinear length

is comparable. The dispersion length and the nonlinear length are related to the pulse

duration and the pulse peak power, as well as the path dispersion. In most modern
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systems, none of these parameters is �xed during the transmission. Hence, I de�ne

an e�ective nonlinear length as well an the e�ective dispersion length as follows.

The average dispersion over a single map period is de�ned as D = (D1L1 +

D2L2)=(L1+L2) and �
00 = (� 001L1+� 002L2)=(L1+L2) where D1 or �

00

1 is the dispersion

of �ber segment 1 with the length of L1 and D2 or �
00

2 corresponds to the dispersion

of �ber segment 2 with a length of L2. We measure Dj in units of ps/nm-km, and

it is positive in the anomalous dispersion region, while we measure � 00
j
in the units

of ps2/km and it is positive in the normal dispersion region. The residual average

dispersion over the transmission distance LT is given by ÆD =
R
LT

0 D(z)dz=LT and

Æ� 00 =
R
LT

0 � 00(z)dz=LT. I now de�ne the e�ective dispersion length as LD; e� =

T 2
min=

���� 00

���, where Tmin is the minimum pulse duration at the end of the transmission

line. We also de�ne the e�ective nonlinear scale length as LNL; e� = 1=(
P 0) with

the path average pulse intensity P 0 =
R
LT

0 P0(z)dz=LT, where the variable P0(z)

corresponds to the peak power of the pulse along the transmission, and the nonlinear

coeÆcient 
 equals n2!0=cAe� . I now de�ne 
NL = LT=LNL; e� and 
D = LT=LD; e� .

I will use these two ratios to characterize the signal propagation [36].

2.4 Evaluation of the system performance

The evaluation of the system performance will focus on determining the timing jitter

and the amplitude jitter. I will include ASE noise using the Monte Carlo method [35].

To calculate the timing jitter, I de�ne the central pulse time position tp [37] as

tp =
1

U

Z
1

�1

t jq(t)j
2
dt; (2.8)
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where U =
R
1

�1

jq(t)j
2
dt is the pulse energy. Hence, the timing jitter is de�ned as

Æt = [ht2pi � htpi
2]1=2: (2.9)

The simulator includes an electrical 5-th order Bessel lowpass �lter to match the

receiver. The amplitude jitter is evaluated using a Q factor that is calculated in turn

from the electrical current at the receiver, with Q = (�1 � �0)=(�1 + �1), where, as

usual, the variables �1 and �0 are the means of the marks and the spaces, while �1

and �0 are the standard deviations of the marks and spaces respectively. I then set

the following two conditions as the criteria for an acceptable system performance:

(1) Q � 6 corresponding to a BER induced by the amplitude jitter less than 10�9

and (2) Æt � 5:8 ps corresponding to a BER induced by the timing jitter less than

10�9 with a detection window of 50 ps.



Chapter 3

Study of the timing jitter in a DMS

system|validation of the ASE model

The invention of the EDFA revolutionized the development of �ber communica-

tions systems, leading directly to the advent of WDM and Terabit communications.

However, these ampli�ers allow �ber impairments to accumulate over distance of

several hundred kilometers in terrestrial systems and several thousand kilometers

in transoceanic systems. It has been recognized that optical �ber impairments|

including ASE noise produced by optical ampli�ers|will ultimately limit the achiev-

able data rate in a very complex way. Nonlinearity and chromatic dispersion interact

with ASE noise to degrade the signal-to-noise ratio (SNR) at the receiver as well as

to induce timing jitter. In order to obtain a reliable numerical model of a real �ber

communications system, it is important to create a complete simulator that can accu-

rately simulate the details of the dispersion map, the interaction between the signal

and the noise, the nonlinear interaction between two signal pulses, and the in
uence

of chromatic dispersion simultaneously. To build such a simulator, an accurate ASE

module is of great importance.

12
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It is well known that ASE noise at the EDFAs can be treated as Gaussian white

noise. Thus, I modeled its e�ects by adding noise in the Fourier domain after each

ampli�er. Writing the Fourier transform of the noise �eld as Æ~q(z; !), the real Æ~qre and

imagery Æ~qim components of Æ~q are Gaussian-distributed random variables with zero

means and variances given by A2=2, where A = [(G � 1)nspn2�h!
2LD��=Ae�T0c]

1=2,

G = exp
hR Lamp
0 2g(z)dz

i
is the gain associated with the ampli�er, and �� is the

normalized bandwidth associated with each component. Alternatively, one can add

an amount of noise Æ~q = A exp(i') to each Fourier component, with ' being a

random phase uniformly distributed between 0 and 2�. While the second approach

is not strictly correct, the large number of Fourier modes coupled with the central

limit theorem imply that the results should be the same. Numerical experimentation

that I have done has shown that using the two approaches described here leads to

the same results as long as the correct amount of noise power is added on average to

each Fourier component.

Using the Monte Carlo method, I demonstrated the reliability of this ASE noise

module by studying the timing jitter e�ect in a DMS transmission system [37]. I used

a dispersion map that consisted of alternating 100 km spans of positive and negative

dispersion, and I injected a chirp-free DMS pulse at the mid-point of the negative

dispersion segment with a FWHM duration tFWHM equal to 20 ps. Fiber loss was

0:21 dB/km with an ampli�er spacing of 50 km. The �ber e�ective area Ae� was

50 �m2, and the spontaneous emission factor nsp was 2:0. I set the path average

dispersion �
00

= �0:1 ps2=km or D = 0:08 ps/nm-km, while the normalized path

average dispersion � = 1 with the choice of �
00

0 = �0:1 ps2/km. In the �rst set of sim-

ulations shown in Fig. 3.1, I chose the local dispersion �
00

1 = �3:0 ps2/km and hence

�
00

2 = 2:8 ps2/km. The parameter used to characterize the strength of the dispersion
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Figure 3.1: The timing jitter as a function of distance with ampli�ers

spaced 50 km. The curves (1) correspond to the timing jitter in a

standard soliton system with uniform dispersion �ber. The dashed

line is the analytical result from Gordon-Haus theory [16], while the

solid line shows the result of the Monte Carlo simulations. Curve (2)

corresponds to the timing jitter in a dispersion-managed soliton system.

The circles show the result of the semi-analytical approach [17], while

the solid line shows the result of the Monte Carlo simulations. Curve

(3) shows the modi�ed Gordon-Haus result [18]

.
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management can be written as 
map = 2[(�1
00� �

00

)L1� (�2
00� �

00

)L2]=t
2
FWHM, where

L1 and L2 are the span lengths of 50 km in the dispersion map, and tFWHM is the

FWHM pulse duration as one can recall. In this �rst set of simulations, I found that


map is 2:9, corresponding to an energy enhancement factor of 2:17. The enhance-

ment factor is de�ned as the ratio of the actual DMS pulse energy found numerically

in the simulation to the standard soliton energy in the uniform dispersion map in

which �(z) = 1. Figure 3.1 shows the timing jitter as a function of distance, where

the solid lines represent the average of 100 Monte Carlo simulations with exactly the

same simulation parameters. The timing jitter was calculated using the de�nition in

Eqs. (2.8) and (2.9) as in Chap. 2.

The comparison of the Monte Carlo results to the modi�ed Gordon-Haus theory

[13], [31], indicates that the reduction of the timing jitter in a DMS system is less

than predicted, and the deviation grows with the distance. Figure 3.2 shows what

happened when I put the ampli�ers at the points of greatest pulse expansion in the

dispersion map and increased the space between the ampli�ers to 100 km. Keeping D

the same as in the previous case and 
amp = 3:65, I found that the deviation from the

modi�ed Gordon-Haus theory di�ered by a large percentage|increasing to 30% after

10; 000 km. The time-bandwidth product for this case is 0:66, and the enhancement

factor equals 8:16. Extensive simulations show that as the time-bandwidth product

increases, the predictions of the modi�ed Gordon-Haus theory consistently become

worse. This result is intuitively reasonable since the larger spectrum implies that the

stable pulse can \grab" more noise. I also directly calculated the timing jitter using a

semi-analytical approach [17] developed by our former group member Dr. Grigoryan.

The results are in complete agreement with the Monte Carlo simulations.

Furthermore, I compared the results of Monte Carlo simulations with the Gordon-
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Figure 3.2: The timing jitter as a function of distance with ampli�ers

spaced 100 km and put at the points of maximum pulse expansion in

the dispersion map. The curves (1), (2), and (3) are as in Fig. 3.1.

Haus theory [16] in a uniform dispersion �ber with the same path average dispersion.

I found that numerical simulations are only consistent with the Gordon-Haus theory

within 8; 000 km in the case of Fig. 3.1. Beyond that, a considerable discrepancy

between the Gordon-Haus theory and my simulations appears because linearization

is no longer valid; in the case of Fig. 3.2, this discrepancy occurs even sooner. However,

the linearization reminds valid for the dispersion managed solitons up to 10; 000 km

because their larger intensity leads to a higher SNR so that the pulse pro�les q(t)

acquired numerically were less in
uenced by the accumulation of ASE noise.



Chapter 4

Comparison between theory and

experiment for a single channel DMS

system in a recirculating loop

A number of investigations have been carried out considering the interaction of signal

and noise or the interaction of signals with each other in a DMS system [38]{[47].

However, it is diÆcult to use this previous work to analyze or optimize a real exper-

imental implementation of a DMS system because in any real systems these e�ects

occur simultaneously and interact with each other. During the second stage of my

thesis study, with the collabration of my colleagues, I implemented a system model

that accurately predicts the behavior of a recirculating loop experiment. Using this

model, I elucidated the principal source of errors and show speci�cally that (1) the

principal source of errors is the growth of ASE noise in the spaces, (2) gain saturation

in the ampli�er plays an important long-term role in stability but nonlinear polar-

ization rotation does not. The theoretical prediction of the system performance is in

excellent agreement with the experimental measurements.

17
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4.1 System setup

The recirculating loop system that I studied was built at Laboratory for Physical

Sciences and was used to transmit single-channel DMS pulses at 10 Gbit/s [11], [14].

I show a schematic illuatration of the recirculating loop in Fig. 4.1. There are four

spans of dispersion-shifted �ber (DSF), each about 25 km in length, with a normal

dispersion D1 equal to �1:10 ps/nm-km at 1551 nm, followed by an approximately 7

km span of standard single mode �ber (SMF) with an anomalous dispersion D2 equal

to 16.6 ps/nm-km at 1551 nm [11]. The dispersion slope is 0.075 ps/nm2-km. An am-

pli�er follows each span of normal dispersion �ber and a �fth ampli�er follows the 2.8

nm bandpass �lter that is at the end of the 7 km span of standard �ber. The total loss

within one loop period is 31.53 dB, including the loss in the �bers, the optical �lter,

connectors, couplers, and acousto-optic switches. I also de�ned the total unsaturated

gain coeÆcient within one loop period as G0 = exp
hP5

m=1

�
2
R Lamp
0 gm;0 dz

�i
that can

be altered by changing the individual unsaturated gain coeÆcient gm;0 at each ampli-

�er. In my investigation, I always set exp(2gm;0Lamp) = Ga;0; (m = 1 : : : 4) the same

and set exp(2g5;0Lamp) = Gb;0 a little larger in order to compensate for the loss in

the switches, the optical �lter, and the couplers. The value of G0 will determine the

energy of the DMS pulse in the steady state. The injected initial pulse train takes

the form of 1-1-1-0-0-0-1-0 which includes all possible nearest-neighbor interactions

since only the nearest-neighbor interactions are important for single-channel DMS

systems. The calculation window is 800 ps corresponding to a 10 Gbit/s signal, so

that the pulse train that I used is in e�ect repeated periodically ad in�nitum. Equa-

tions (2.1){(2.5), along with the initial condition just speci�ed, comprise the model

of our recirculating loop experiments.
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Figure 4.1: The experimental setup for the 10 Gbit/s DMS transmission over

24,500 km [11]. Small circles along the loop show the tap points at which

experimental data could be extracted.
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4.2 Dynamics of Dispersion Managed Solitons

The �rst issue in this portion of my work is the dynamic behavior of the DMS pulses

in the system. As a consequence of gain saturation and �ltering, initial pulse trains

with varying pulse shapes and pulse power within a sizeable range eventually reach the

same steady state in the system. This result is consistent with our experiments that

show that the DMS behavior is independent of the input parameters over a wide range

[14]. However, if the gain saturation is neglected, the initial pulse shapes that are

launched into the system must be very close to the �nal periodically-stationary pulse

shapes in order for the system to converge; this sensitivity is in contradiction to the

experiments. This point is illustrated in Fig. 4.2 in which I show the evolution of the

peak power of a Gaussian-shaped pulse as I vary the round trip gain G0 and the peak

power of the input pulse Pin. In the cases (a), (b), and (c) shown in Fig. 4.2, in which

the gain saturation is turned o�, the system has diÆculty stabilizing. In cases (a)

and (c) the pulses are overampli�ed so that the amplitudes of the pulses continually

increase and eventually blow up. In case (b), the pulses are under-ampli�ed and

eventually disappear. By contrast in cases (d) and (e) in Fig. 4.2, in which gain

saturation is included, the pulses ultimately stabilize with the same pulse shape,

regardless of the details of the input pulse shapes.

Once I achieved stable pulse propagation in the system, I next considered the

detailed dynamics of the DMS pulse after the system had reached its steady state.

In Fig. 4.3(a), I directly compare the experimentally-measured full width at half

maximum (FWHM) pulse durations to our simulation results at the taps shown in

Fig. 4.1. Note that the horizontal scale is expanded in the anomalous dispersion

regime for better visibility. Agreement between our experiments and our simulations
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Figure 4.2: The in
uence of di�erent gain models on the stabilization

of the DMS pulse propagation with D = 0:02 ps/nm-km. (a) Without

gain saturation, G0 = 31:6 dB with Ga;0 = 5:0 dB and Gb;0 = 11:6 dB,

and Pin = 9 dBm. (b) Without gain saturation, G0 = 31:5 dB with

Ga;0 = 5:0 dB and Gb;0 = 11:5 dB, and Pin = 9 dBm. (c) Without gain

saturation, G0 = 31:6 dB with Ga;0 = 5:0 dB and Gb;0 = 11:6 dB, and

Pin = 5 dBm. (d) With gain saturation, G0 = 32:45 dB and Pin = 9

dBm. (e) With gain saturation, G0 = 32:45 dB and Pin = 5 dBm. In

cases (d) and (e), Ga;0 = 5:4 dB, and Gb;0 = 10:85 dB.
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the (a) duration, (b) peak power, and (c) the chirp of the pulse as

functions of distance during one round trip in the loop. The squares

show the experimentally measured pulse durations.
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is excellent. In Fig. 4.3(b) and 4.3(c), I show the variation of the pulse peak power

and the chirp as a function of position along the loop. Here, I de�ne the chirp as

the negative of the second derivative of the phase with respect to time at the central

position of the pulse in the time domain. Despite the asymmetric variation of the pulse

peak power, the chirp goes nearly to zero at the midpoints of both the anomalous and

normal dispersion spans just as in the lossless, un�ltered case [48]. Extensive study

shows that third order dispersion, pulse interaction, and nonzero saturable absorption

play insigni�cant roles in this system.

4.3 System Performance in the Presence of Am-

pli�ed Spontaneous Emission Noise

Now I compare simulation results to those obtained8 in [11] considering the contribu-

tion of the ASE noise. Using Eq. (2.9), I �rst calculated the timing jitter using 100

di�erent realizations of the ASE noise for both D = 0:08 ps/nm-km and D = 0:04

ps/nm-km. I set G0 = 33:6 dB with Ga;0 = 5:8 dB and Gb;0 = 10:4 dB for D = 0:08

ps/nm-km, and I set G0 = 33:2 dB with Ga;0 = 5:8 dB and Gb;0 = 10:0 dB for

D = 0:04 ps/nm-km. The results are shown in Fig. 4.4. The agreement between

experiment and simulation is good considering the 0.5 ps uncertainty in the mea-

surements. As expected, the timing jitter is smaller for smaller values of D, and the

growth rate of the jitter is smaller than the standard Gordon-Haus rate (/ Z3=2)

due to the addition of the optical �lter. For our 10 Gbit/s system I estimate that a

timing jitter of 5.8 ps will lead to an error rate of 1� 10�9 with the detection window

of 50 ps. Since the maximum timing jitter is well below 5.8 ps even with D = 0:08
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ps/nm-km, timing jitter does not limit our system.
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Figure 4.4: Timing jitter as a function of the transmission distance in

a single channel experiment.

Assuming that the 
uctuations are Gaussian-distributed in both the marks and

spaces [49], I could then calculate the amplitude margin at a given error rate of

1� 10�6 which is the value used in our experiments [11]. The margins are expressed

as the voltage decision levels once the signal has passed through the receiver. The

bandwidth of the lowpass electrical �lter is set to 4.3 GHz to match the receiver in

the experiment. The assumption that the distribution of the marks and spaces about

their means is Gaussian is also questionable. Indeed, this assumption is known to fail

far out on the tails of the distribution functions [49]. However, this assumption yields

excellent agreement between the experiments and simulations, indicating that higher-

order e�ects are not important at the error rates that I am considering. Figure 4.5

shows the comparison of the simulations and experiments when D = 0:08 ps/nm-km

and D = 0:04 ps/nm-km. The only parameters that I changed are G0 = 33:65 dB

with Ga;0 = 5:8 dB and Gb;0 = 10:45 dB in �rst case and G0 = 33:3 dB in the second
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case with Ga;0 = 5:8 dB and Gb;0 = 10:1 dB. The upper curves show the margin for

the marks, and the lower curves show the margins for the spaces. Figure 4.5 shows

that while the margins for the marks undergo a slow, almost linear decay, the margins

for the spaces grow nearly exponentially. This behavior is a well-know consequence
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Figure 4.5: Amplitude margin along the transmission line at a bit rate

of 10 Gbit/s. The upper curve shows the decision level of the marks,

and the lower curve shows the decision level of the spaces. Squares and

circles are the experimental data.

of including a �lter in the loop. After a detailed study of the growth of the variation

of the marks and the spaces, I then concluded that the buildup of the ASE noise in

the spaces limits the transmission distance in our system.
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Figure 4.6: The experimental setup for the 20 Gbit/s DMS transmission

[15]. The white circles represent the normal disperison �ber while the

gray ones correspond to the anomalous �ber.

Later the system was upgraded by Dr. Carter and his colleagues to a 20 Gbit/s

single channel DMS system propagating over 20,000 km [15], that yielded the world

record for a single channel DMS transmission at 20 Gbit/s. The experimental setup is

similar to the 10 Gbit/s system except that the SMF span was equally split into two

pieces, and one of them was moved to the front of the �rst normal DSF span shown in

Fig. 4.6. The reason behind this adjustment is that in the midpoint of the anomalous

span (SMF segment) the pulse pro�le is close to the transform-limited Gaussian pulse.

Hence, when a Gaussian pulse was initially injected at this point in the dispersion

map, it would signi�cantly reduce the initial transient regime. Again, the predictions

of my simulation agreed with the experimental measurements very well. The results

of the system margins are shown in Fig. 4.7 with D = 0:03 ps/km-nm and an average

power of 2.0 mW.
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Figure 4.7: Amplitude margin along the transmission line at a bit rate

of 20 Gbit/s. Solid lines are simulation results while squares and circles

corresponding to the experimental data.



Chapter 5

Testing the feasibility of a 4 � 10 Gbit/s

WDM system using a periodically

stationery DMS format

Optical networking began with a few very simple and basic concepts and has evolved

dramatically toward solving the real-world problems of building large-scale networks

that are robust against failure and traÆc surges. The major challenge to all those

working in optical communications, communications in general, and in optical net-

working in particular, is to �nd the most practical way of driving down the cost of

that bandwidth. Increasing the channel count is a promising approach to enhance

the system capacity; however, it has been proved that raising the signal bit rate per

channel is more cost e�ective than simply increasing the channel count in order to

catch up to the demands of the growth of network capacity. The cost of commercial

WDM systems at a signal rate of 10 Gbit/s is only twice as expensive as 2.5 Gbit/s

WDM systems; however the capacity increases four times. It has been predicted

that 40 Gbit/s WDM systems will only raise the cost by a factor of 2.5 compared to

28
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10 Gbit/s systems. Hence, it will be of great interest to study WDM systems with a

signal bit rate over 10 Gbit/s. It has also been discovered that WDM systems are not

limited by the 
at-gain bandwidth of EDFAs|since there are many so-called \super

ampli�ers" that have been developed [50], [51], but it is the nonlinear interaction due

to the Kerr e�ect among the channels, as well as the constraints set by the dispersion

slope and the polarization mode dispersion (PMD) [52].

Concerning these challenges, solitons nevertheless would appear to have certain

fundamental advantages. First among these is that, for solitons, the phase shifts

from self-phase modulation and from chromatic dispersion periodically cancel each

other, with the consequence that neither spectral nor temporal broadening can ac-

cumulate [53]. Thus lumped elements to cancel the path-average dispersion are not

required for solitons. Dispersion compensation is diÆcult to use in networks since the

amount needed is speci�c to each channel and each distance, and both may not be

known. Second, for a proper choice of the dispersion map, solitons can be made to

exhibit a nearly perfect transparency to each other during the collisions which occur

in a WDM system. Finally, only solitons can exist in the presence of guiding �lters

and thus bene�t from the regeneration, the automatic gain leveling, and the tolerance

of collision-induced-timing shifts that guiding �lters provide.

As I described in Chap. 4, Dr. Carter and his colleagues have built a unique single-

channel DMS transmission testbed, which they used to demonstrated a world record

transmission distance for single channel DMS pulse propagation at 20 Gbit/s [15]. It

is natural to explore the possibility of upgrading this single channel experiment into

a WDM system. It is also of great interest to build a 
exible experimental tool that

allows us to easily adjust the power level as well as the dispersion map structures in

the system so that one can propagate di�erent pulse formats in the same testbed. In
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this way, one can obtain physical insight into the pulse behaviors in di�erent systems.

5.1 Primary system design

The primary design of a 4 � 10 Gbit/s WDM system that would satisfy this re-

quirement is shown in Fig. 5.1. It is based on a recirculating loop with an expanded

loop length on the order of 500 km, which will eliminate the problems that were

observed when we were using a short-length loop, such as the in
uence of transient

gain saturation on in-line EDFAs [35] and noise co-polarization with the signal due

to strong and highly repeatable polarization dependent loss [54]. There are �ve iden-

tical dispersion map periods in the loop. Each of them is the same as in the single

channel system described in Chap. 4 but with the launching point moved to the

middle of the anomalous span. There are two ampli�ers evenly located inside each

map with a spacing of 53 km, which, according to my numerical experiments, is the

longest ampli�er span that one could use in this con�guration. Instead of inserting

an optical bandpass �lter in each round trip of the loop, I introduced a dispersion

slope compensator (DSC) in the loop to individually balance the residual dispersion

of each channel due to the dispersion slope so that the balance of dispersion and

nonlinearity could be satis�ed at each individual channel. Inside the DSC, there is a

multiplexer/demultiplexer (MUX/DEMUX) pair with a super-Gaussian �lter shape

to combine or separate the channels. Two pieces of SMF and two pieces of DCF �ber

followed by ampli�ers or attenuators are placed at the output ports of the demul-

tiplexer to compensate the accumulated dispersion for each channel. Consequently,

this kind of DSC can be easily modi�ed by replacing the SMFs and DCFs as required.

The ampli�ers and attenuators in the DSC also provide gain slope compensation over
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Figure 5.1: A 4 � 10 Gbit/s experimentally scaled WDM transmission system,

where the dispersion slope compensator (DSC) includes a MUX/DEMUX pair

with single mode �ber, dispersion compensating �ber and EDFAs.
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all the channels. In addition, the MUX/DEMUX elements act as �lters that play an

important role in the system. The bandwidth of the MUX/DEMUX in each channel

is about 0.35 nm, and the total insertion loss is 10 dB. This kind of DSC would be

suitable for CRZ and RZ pulse propagation, as well as DMS propagation, with an

appropriate modi�cation of compensating �bers and launch powers. Hence, it would

be possible to compare the DMS and CRZ modulation formats based on nearly the

same experimental setup because of the 
exibility in the power adjustment as well as

the dispersion compensation.

0

0.6

0 0.25
(ps/nm-km)D

(m
W

)
P

Figure 5.2: The power margins as a function of path average dispersion

D at 1.551 �m.

The remaining questions in the system design are how to choose the map dispersion

as well as the pulse power. To �nd the answer, I searched the possible combinations for

values that would achieve Q values at the end of 10,000 km single channel transmission

that are larger than 6. Figure 5.2 shows the power margin and corresponding map

average dispersion from 0.06 ps/nm-km to 0.2 ps/nm-km. The optimal combination

that I found corresponded to setting the average dispersion D equal to 0.1 ps/nm-km
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at 1551 nm, while keeping the average power at 0.25 mW per channel. The error-

free transmission distance that I calculated for a four-channel WDM system was over

10,000 km.

5.2 Nonlinear pulses propagation

Focusing �rst on the signal dynamics, I studied a single channel system without con-

sideration of the ASE noise. The initial signal is a 64 bit pseudo-random string in

which each pulse has a Gaussian shape and a FWHM of 12 ps. As shown in Fig. 5.3,

the pulse shapes at the end of each loop cycle are periodic after passing through an

initial transient regime. This behavior can be understood as a consequence of the
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Figure 5.3: Pulse propagation of a single channel using the transmission

setup shown in Fig. 5.1

complete compensation of the third order dispersion in each round trip, while the

nonlinearity and chromatic dispersion balance each other in steady state. However,
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Figure 5.5: Evolution of the pulse RMS spectral intensity. The dashed

line with �lled squares represents the spectral evolution in a linear

system

resulting from the MUX/DEMUX pair, one would expect, in a linear system, that

the bandwidth of the pulses would decrease proportional to the square root of the

distance. However, in this system, the self-phase modulation is able to generate

new frequencies that compensate for the �ltering, as shown in Fig. 5.6. Thus the

nonlinearity plays a critical role in maintaining the pulse spectrum, and, hence, the

periodically stable pulse propagation in the time domain.

The time-bandwidth production shown in Fig. 5.7 indicates that the �nal pulse

shape is close to a Gaussian but with a bit of chirp.

In the last part of the single channel study, I examine the in
uence of the ASE noise

in the signal propagation. Generally, the pulse behavior does change signi�cantly;

however, I observed both amplitude and timing jitter in the eye diagram, shown in

Fig. 5.8, after 10,000 km transmission.

Figure 5.9 shows the power margin when perturbing the signal power around the
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Figure 5.6: The growth of the pulse RMS duration in the frequency

domain inside one loop period.
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Figure 5.7: The evolution of the pulse time-bandwidth product along

the transmission.
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Figure 5.8: The received eye diagram for the single channel propaga-

tion.

optimal operation condition described in Sec. 5.1. The power margin correspond-

ing to a given map average dispersion D is quite limited. Soliton theory requires

a �xed relationship between pulse energy and the dispersion in order to achieve a

perfect balance of nonliearity and chromatic dispersion. This restriction is somewhat
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Figure 5.9: The power margin in the single channel case.

loosened with the DMS format; however, the required close relationship between D

and the pulse power is still a major limitation of these systems. Consequently, the

implementation of the DMS format in a WDM system would require precise control

of the signal power as well as compensation of the dispersion slope. Note that the
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narrowing of the pulse spectrum visible in Fig. 5.10 at the output of the transmission,

which also can be observed in Fig. 5.5, is a consequence of repeated passage of signals
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Figure 5.10: The evolution of the signal spec-

trum.While (a) represents the input and (b) cor-

responds to the output.

through the MUX/DEMUX pair. The cascading in-line MUXs and DEMUXs results

the cascaded �ltering that leads to the narrowing of the pulse spectrum.

5.3 Evaluation of multi-channel performance

The evaluation of the WDM system performance was carried out by launching four-

channel WDM signals with a channel spacing of 0.5 nm. The evolution of the signal
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spectrum is shown in Fig. 5.11. The eye diagrams after 10,000 km propagation of all

channels are shown in Fig. 5.12.
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Figure 5.11: The evolution of the spectrum, while (a)

corresponds to the input and (b) shows the output after

10,000 km propagation.
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Figure 5.12: The output eye diagrams of all the channels in the system.

The sources of the errors come from the signal-spontaneous beat noise led by

the pulses interaction as seen in Fig. 5.12 as well as the timing jitter mostly due to

collisions shown in Fig. 5.13. The timing jitter in the single channel case is less than 2

ps. Figures 5.14 show the estimation of Q-values using 100 Monte Carlo realizations.
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Figure 5.13: Timing jitter as a function of distance in the system.
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Figure 5.14: The Q-values as a function of distance in the system. The

lower dashed line represents Q = 6 corresponding to a BER � 10�9.

These results indicate that the error free distance of this WDM system could be over

10,000 km.



Chapter 6

Convergence of the Tyco-CRZ,

CNET-DMS, and KDD-RZ WDM

systems

6.1 Introduction

There has been a long debate in the optical communications community as to whether

a soliton modulation format or a non-soliton modulation format such as non-return-to-

zero is preferable for high-data-rate wavelength division multiplexed communications.

Over the last decade, as individual channel data rates and the number of WDM chan-

nels have continued to grow, both formats have evolved substantially. Solitons have

evolved into dispersion managed solitons, and NRZ has evolved into chirped return-

to-zero. There are a number of successful laboratory testbed WDM systems that have

been experimentally demonstrated. Among them is the system of Bergano, et al. at

Tyco [1], [2], referred to by the authors as a CRZ system, that models a transoceanic

link. Also among them is the system of Favre, et al. [3] and Le Guen, et al. [4], [5]

41
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at CNET, referred by the authors as a DMS system, that models a terrestrial link.

Among them as well is the system of Taga, et al. [6]{[8] at KDD, referred to as a

return-to-zero (RZ) system, that models a transoceanic link. These experimental sys-

tems have been described in recent OFC postdeadline sessions [1], [2], [4]{[6], articles

in Electronics Letters [3], [7], and an article in the Journal of Quantum Electronics

[8]. So, in some sense they represent the state of the experimental art, at the time

they were presented, for laboratory demonstrations of high-data-rate WDM systems

based on both soliton and non-soliton formats.

It is my and my colleagues' contention that the non-soliton and soliton formats

have e�ectively converged. The result is a new format that some call CRZ, some

call DMS, and others simply call RZ. My colleagues and I reached this conclusion by

developing simulation models that resemble the Tyco-CRZ, CNET-DMS, and KDD-

RZ systems and comparing the pulse evolution and characteristics in these systems.

In all three systems, one begins with raised-cosine pulses that are produced by a

LiNbO3 modulator. One then chirps the input pulse. In the Tyco-CRZ and KDD-RZ

systems, this chirp is imposed by a LiNbO3 phase modulator. In the CNET-DMS

system, this chirp is imposed by a 3.5-km length of dispersion-compensating �ber

(DCF) via the Kerr e�ect. The pulses then evolve along the transmission line. All

three systems use dispersion maps in which the pulse stretch and shrink substantially

in one period. In addition to that, however, we �nd that the pulse duration at the end

point of each map period changed substantially along the �ber at most wavelengths.

At the end of the transmission, the pulse duration is substantially smaller in all

three systems than at the beginning. We also found that the relationship between

the initial pulse duration, the �nal pulse duration, the initial chirp, and the average

dispersion in the transmission line is almost exactly predicted by linear theory. The
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Kerr nonlinearity only plays a small role in the pulse evolutions at the powers at

which pulses are transmitted in these three systems. This behavior contrasts strongly

with the behavior in periodically-stationary DMS systems like the ones studied by

by Jacob, et al. [11] and Suzuki, et al. [55] in which the pulse returns to the same

shape after every period in the dispersion map. Observation of the eye diagrams in

all three systems shows that the noise-induced spread of the rails is dominated by

spontaneous-signal beat noise, in contrast to the periodically stationary DMS systems,

where the dominant noise e�ect is either timing jitter or exponentially-growing noise

in the spaces. For these reasons, we refer to all three test systems as quasilinear.

By referring to these three systems as quasilinear, we do not intend to imply that

nonlinearity is unimportant. Quite the contrary, nonlinearity plays a crucial role in

all three systems, which are all designed to mitigate its e�ects. As one example,

we may consider the Tyco-CRZ system. The dispersion in each of these channels is

individually compensated. If nonlinearity was unimportant then it would not matter

whether this compensation occurred at the beginning of the transmission, the end

of transmission, or both. In fact, this system su�ers the least impairment when

the compensation is split almost exactly between the beginning and the end of the

transmission [56], [57]. I will show later in this chapter that nonlinear inter-pulse intra-

channel interactions can lead to substantial timing jitter, much like in standard soliton

systems, unless the compensation is split between the beginning and the end [58].

While it is true as stated earlier that spontaneous-signal beat noise dominates the

spread of the eye diagrams, it is also true that unless the nonlinearity is carefully

mitigated there is a large contribution from nonlinear timing jitter.

In Sec. 6.2, I outline the system con�gurations. In Sec. 6.3, I describe the evolution

of a single, typical channel. It is typical in the sense that the average dispersion in a
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single period of the dispersion map is not unusually close to zero as would be required

for the system to be periodically stationary. In Sec. 6.4, I present full WDM studies.

Finally, Sec. 6.5 contains the conclusion.

6.2 Schematic con�gurations of the Tyco-CRZ,

CNET-DMS, and KDD-RZ systems

Based on the experimental reports [1]{[9] as well as optimization in our own simula-

tions, I developed simulation models that are intended to model as closely as feasible

the three systems that I am studying.

In the Tyco-CRZ and KDD-RZ models, I used initial pulses with a raised-cosine

shape driven by a sinusoidal voltage, and a cosinusoidal pulse modulation, described

by the expressions:

q =

r
q0

2
f1 + cos[B� sin(
t)]g; (6.1)

� = A� cos(
t); (6.2)

where in Eq. 6.1, the variable q0 is the initial pulse intensity. The variable B is the

modulation index of the voltage driver, and it can be adjusted to change the initial

full width half maximum (FWHM) duration. In the Tyco-CRZ system, I set B equal

to 1.0 corresponding to an initial input pulse with a FWHM duration of 32 ps, while

in the KDD-RZ system, I chose B = 0:7 corresponding to an initial input pulse with

a FWHM duration of 50 ps. In Eq. 6.2, the quantity A is the phase modulation

depth, 
 is the bit rate of the signal, t is the time measured from the center of the bit

window. The corresponding input chirp C is given by C = �A
2. In the simulation

of CNET system, I launched the initial pulse shape described by Eq. 6.1, and I also
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set B equal to 1 so that the initial pulse has a narrower FWHM pulse duration, which

I veri�ed is the optimal launching condition. I used a piece of DCF instead of a phase

modulator to chirp the initial signal. The corresponding input chirp C is determined

by solving Eq. 2.1 in the pre-chirping DCF, and then computing the negative of the

second derivative of the phase at the center of the bit window.

I show a schematic illustration of each of our three model systems in Fig. 6.1

A. Tyco-CRZ model

As shown in Fig. 6.1(a), the dispersion map that I used to study the Tyco-CRZ

system has one segment of length L1 = 160 km with D1 = �2:125 ps/nm-km and a

second segment of length L2 = 20 km with D2 = 17 ps/nm-km at 1550 nm, corre-

sponding to the point at which the average dispersion over the map period is zero.

The ampli�er spacing is 45 km, and the total propagation distance is 5,040 km. For

both types of �bers, I assume a dispersion slope dD = d� = 0.075 ps/nm2-km as well

as an e�ective area Ae� = 50�m2. The �ber loss is 0.21 dB/km, and the sponta-

neous emission factor nsp = 2:0. These parameters correspond to the experiments

of Bergano, et al. [1], [2], except that the dispersion map period is smaller. I chose

a smaller period so that the dispersion management strength parameter 
map corre-

sponds to the value at which simulation studies showed the largest margin [59]. I

chose a phase modulation depth A = �0:6 for the initial chirp and an average power

of 0.3 mW per channel at the input, assuming an equal number of marks and spaces.

I found that this choice of average power is nearly optimal [60]. I computed the

average power by dividing the total optical energy over the entire computation time

window. We compensate for the dispersion symmetrically, which, as noted earlier, is

the optimal choice [58]. The path average pulse peak intensity P 0 equals 0.24 mW
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Figure 6.1: Schematic con�guration of the three WDM model trans-

mission systems: (a) Tyco-CRZ system, (b) CNET-DMS system,

and (c) KDD-RZ system.
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in this model system where 
 = 2:11� 10�3m�1W�1. Hence the e�ective nonlinear

length LNL; e� = 1=(
P0) in this system is about 1960 km so that 
NL = 2:6. The min-

imum pulse duration at the end of the transmission is 21 ps in a channel that is o�set

�4:8 nm from the zero dispersion wavelength. For this channel, I �nd D = �0:36

ps/nm-km, and I �nd a pulse spreading during transmission that is typical of most

channels. We then �nd that dispersion length LD; e� = 960 km, so that 
D = 5:3.

B. CNET-DMS model

In my model of the CNET-DMS system, shown in Fig. 6.1(b), the map period is

120 km long and consists of a long span of standard single mode �ber (SMF) with

a dispersion D1 of 16.4 ps/nm-km at 1550 nm and a length L1 of 102 km, followed

by a shorter span of DCF with a dispersion D2 of �95 ps/nm-km at 1550 nm and

a length L2 of 17.3 km. The dispersion slope of the SMF is 0.075 ps/nm2-km while

the dispersion slope of the DCF is �0:2 ps/nm2-km so that it is possible to balance

the dispersion and the dispersion slope of the SMF simultaneously. The Ae� of the

SMF is 50 �m2 and a �ber loss is 0.2 dB/km, while Ae� equals to 20 �m2 with the

�ber loss of 0.6 dB/km in DCF segement. The average dispersion D is about 0.25

ps/nm-km with an average dispersion slope of 0.035 ps/nm2-km. In each period of

the map, there is one ampli�er following the SMF span and another one following

the DCF span with nsp = 2:0 in both ampli�ers. The gain of the �rst ampli�er G1

= 15.42 dB, while the gain of the second ampli�er G2 = 16.38 dB, which minimizes

the ampli�ed spontaneous emission (ASE) noise accumulation during this dual-stage

ampli�cation. The total transmission distance is 1431.6 km. Since the dispersion

slope is reduced by using DCF with a negative dispersion slope, the signals carried by

all the wavelengths could be pre-chirped by propagation through a single 3.5-km-long
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section of DCF (Pre-DCF) with a dispersion of �100 ps/nm-km at 1550 nm and the

dispersion slope of �0:2 ps/nm2-km. The �ber loss is 0.5 dB/km with Ae� equal to 20

�m2. The residual average dispersion over the entire transmission line was adjusted

by a piece of SMF �ber at the end of the transmission (Post-SMF) whose length was

chosen to maximize the pulse compression at the end, leading to a residual average

dispersion ÆD of approximately 0.034 ps/nm-km at the 1550 nm. This CNET-DMS

model resembles the experimental system of Le Guen, et al. [5]. The typical average

power in a WDM channel at the beginning of the transmission line is 1.2 mW. Just

as in the Tyco-CRZ model, I numerically calculated the e�ective nonlinear length

LNL; e� = 364 km with P 0 = 1.3 mW and the e�ective dispersion length LD; e� = 610

km with Tmin = 14 ps, so that 
NL = 3:9 and 
D = 2:3 respectively.

C. KDD-RZ model

The KDD-RZ model, shown in Fig. 6.1(c), contains a 1033-km-long dispersion

shifted �ber (DSF) segment with D2 = �1:694 ps/nm-km at 1550 nm. Before and

after the DSF �ber segment, there is a segment of SMF with length L1=2 of 50 km and

a dispersion D1 of 17.5 ps/nm-km at 1550 nm. Hence the path average dispersion is

zero at 1550 nm. The average dispersion slope is 0.07 ps/nm-km in both the SMF and

DSF segments. There are 20 ampli�ers in the DSF segment equally spaced 51.65 km

apart with nsp = 1:2. I also placed ampli�ers immediately after the segments of SMF

that come before and after the DSF segment. My arrangement di�ers somewhat from

the original KDD arrangement, in which the second SMF was put in the middle of

the DSF span [6], [7]. I observed that one can achieve larger tolerance of the input

pulse conditions, less oscillation of the pulse duration along the propagation, and a

slightly larger dispersion compensation tolerance by choosing my arrangement. In
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order to achieve an error-free WDM transmission over 9064 km, I used �bers with

a large e�ective area Ae� = 75�m2 in both segments of the map. In an earlier

study, my colleagues and I demonstrated that a �ber with a large e�ective area can

signi�cantly improve the eye degradation due to the nonlinear interactions [60]. The

�ber loss is 0.21 dB/km. As in the Tyco-CRZ system shown in Fig. 6.1(a), there

are individual phase modulators at the beginning of the transmission to pre-chirp

the signal in each channel. Moreover, I also include a dispersion slope compensator

(DSC) in each loop period, as what was done in the experimental demonstrations

[6], [7]. The 23-rd ampli�er was employed after the DSC module to compensate for

the loss due to the DSC. Inside the DSC module, there are a pair of 
at-top array

waveguide gratings acting as a multiplexer (MUX) and demultiplexer (DEMUX) pair

with a 3 dB bandwidth of 0.5 nm as well as a 1 dB bandwidth of 0.3 nm. The

DEMUX separates channels before the individual dispersion compensation, and the

MUX combines channels after the dispersion compensation. In the simulation, I

include the e�ect of the array waveguide gratings by introducing a lumped �lter. The

�lter function is

H(!) =
q
H0 exp

"
�

1

2 ln 2

�
2!

!B

�4#
; (6.3)

where the coeÆcient H0 corresponds to the insertion loss, and !B corresponds to the

3 dB bandwidth. The loss of each array waveguide grating is 5 dB. Each individual

channel has an independent dispersion compensation �ber of 5 km long followed by

an erbium doped �ber ampli�er (EDFA) to compensate for the loss of this dispersion

compensation �ber and a 2 nm optical Gaussian �lter to eliminate the ASE noise

accumulation. The dispersion of the compensating �ber inside the DSC can be calcu-

lated individually according to the initial chirp. For a WDM channel that is o�set by



50

�2.0 nm from the zero dispersion wavelength, I chose a residual average dispersion

ÆD = �0:028 ps/nm-km corresponding to the initial modulation depth A = �0:4.

I set the unsaturated gain coeÆcient of the �rst 22 EDFAs G1:::22; 0 equal to 12.25

dB and the unsaturated gain of the last EDFA in the loop G23; 0 equal to 13 dB so

that the average power in each WDM channel is about 0.44 mW. Consequently, the

e�ective nonlinear length LNL;e� = 3140 km with P 0 = 0:23 mW and the nonlinear

coeÆcient 
 = 1:4�10�3m�1W�1. The e�ective dispersion length LD is 2290 km with

Tmin = 24 ps at the WDM channel we mentioned above. We thus obtain 
NL = 2:9

and 
D = 4:0.

I summarize the �ber parameters in all three systems in Table 6.1.

�ber D D
0

L Ae� n2 � 10�16 �

(ps/nm-km) (ps/nm2-km) (km) (�m2) (cm2/W) (dB/km)

(a) SMF 17 0.075 20 50 2.6 0.21

DSF �2.125 0.075 160 50 2.6 0.21

SMF 16.4 0.075 102 50 2.6 0.21

(b) DCF �95 �0.2 17.5 20 2.55 0.6

Pre-DCF �100 �0.2 3.5 20 2.55 0.5

Post-SMF 16.4 0.075 2.9 50 2.6 0.21

(c) SMF 17.5 0.07 100 75 2.55 0.21

DSF �1.694 0.07 1033 75 2.6 0.21

Table 6.1: The �ber parameters in three model WDM systems. (a)

Tyco-CRZ system, (b) CNET-DMS system, and (c) KDD-RZ system.

Comparing the parameters of the three model systems, I �nd that the power in the

CNET-DMS system is approximately 4 times larger than in the Tyco-CRZ system,

but the total propagation length is approximately 3{4 times smaller. In the KDD-RZ

system, the power is about the same as in the Tyco-CRZ system; however, I used
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a large e�ective area �ber that reduces the nonlinear coeÆcient by a factor of 1.5.

Consequently, I found that the values of 
NL are all within a factor of two of each

other. The same is true for 
D.

6.3 Intra-channel system behavior

I begin my study by focusing on the single-channel signal propagation, which allows us

to explore a wider parameter space and to better understand the pulse evolution and

characteristics in our three model systems. I will describe a case in which the average

dispersion in the transmission line di�ers from zero by an amount which is typical

for most channels in a WDM system and allows one to discuss the dynamics of the

dispersion compensation. For the Tyco-CRZ system, I o�set the channel wavelength

from the zero dispersion point by �4:8 nm, while for the KDD-RZ system, I o�set the

channel wavelength from the zero dispersion point by �2:0 nm. For the CNET-DMS

system, I do not o�set the wavelength because the dispersion at the center wavelength

already di�ers signi�cantly from zero. Meanwhile, the better compensation of the

third order dispersion implies that an o�set is unnecessary. The compensation are

using �bers. In the Tyco-CRZ and KDD-RZ cases, I �xed the length of �ber used

for dispersion compensation as 10 km and 5 km respectively, but I varied the �ber

dispersion to obtain the optimal average dispersion. I list the �ber parameters for

the particular channels that I chose in the three model systems in Table 6.2.

I show the evolution of the FWHM of a single pulse at the end of each map period

along the transmission line for each of our three model systems in Figs. 6.2{6.4. In

each of these three model systems, the �nal pulse is compressed relative to the initial

pulse by a factor of 1.5{2. However, the intermediate evolution is quite di�erent in
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�ber D � 00
D �

00
ÆD Æ�

00 A

(ps/nm-km) (ps2/km) (ps/nm-km) (ps2/km) (ps/nm-km) (ps2/km)

(a) SMF 16.64 �21.33 �0.36 0.462 �0.028 0.036 �0.6

DSF �2.485 3.186

(b) SMF 16.4 �21.03 0.246 �0.315 0.034 �0.044

DSF �95 121.79

(c) DSF �1.824 2.351 �0.14 0.179 �0.028 0.036 �0.4

SMF 17.36 �22.256

Table 6.2: The �ber parameters in (a) Tyco-CRZ system, (b) CNET-DMS

system, and (c) KDD-RZ system for a typical channel selected in the single

channel studies.

all three cases. In the Tyco-CRZ system, shown in Fig. 6.2, the chirped pulse �rst

stretches by 6{7 times its initial duration.

During the propagation, the residual average dispersion in the transmission, com-

bined with the initial chirp, leads to a gradual pulse compression until the pulse

0

300

0 5000Distance (km)

FW
H

M
 (p

s)

Figure 6.2: Evolution of the FWHM pulse duration at the end of each

map period in the Tyco-CRZ system.

reaches its minimum duration at the midpoint of the propagation. Then, the pulse
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stretches again until it resumes a pulse duration of 2-3 times the original duration

before the �nal compression in the compensating �ber. I note that this gradual

change in the pulse duration occurs in addition to the far more rapid change inside

the dispersion map. The pulse expansion is large in the Tyco-CRZ system because

0

80

0 1500
Distance (km)

FW
H

M
 (

ps
)

Figure 6.3: Evolution of the FWHM pulse duration at the end of each

map period in the CNET-DMS system.

the compensation is only done at the beginning and the end of the transmission line.

By contrast, the CNET-DMS system uses in-line DCFs that nearly compensate both

the dispersion and the dispersion slope in every map period along the line, although

the remaining dispersion is still sizeable, which minimizes inter-channel interactions.

The initial stretch is produced by dispersion in the pre-chirp DCF. Moreover, the

chirp that is produced by the pre-chirp DCF �ber is smaller than what is produced

by phase modulation. The pulses only stretch a little under twice their initial pulse

duration and then gradually compress during the remaining propagation to their �-

nal pulse duration shown in Fig. 6.3. In the KDD-RZ system seen in Fig. 6.4, the

dispersion is compressed every 1000-km-long loop period.



54

20

50

0 10000
Distance (km)

FW
H

M
 (

ps
)

Figure 6.4: Evolution of the FWHM pulse duration at the end of each

map period in the KDD-RZ system.

In this case, the pulse compresses continually during its propagation through the

system with most of the compression occurring in the �rst couple of periods of the

dispersion map. Imperfect compression along with a residual chirp leads to small

oscillations in the pulse duration at the end of the pulse propagation.

Despite the large di�erences in the evolution of the three model systems, there is

one important similarity that is clearly visible. All three systems use an initial chirp,

in combination with the residual average dispersion, to compress the pulse at the end.

One can better understand the pulse compression by comparing the observed behavior

to the linear propagation of a Gaussian-shape pulse [60]. This theory developed by

my colleagues and I predicts that the output pulse duration Tout at a distance z = Z

is related to the input pulse duration Tin through the relation

Tout

Tin
=

2
4
 
1 +

c0Æ�
00Z

T 2
in

!2
+

 
Æ� 00Z

T 2
in

!235
1=2

: (6.4)

where we let c0 = CT 2
in = �A
2T 2

in, where I recall C is the chirp parameter, A is the

modulation depth, 
=2� is the bit rate, and Æ� 00 is the residual average dispersion.
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One can see that when Æ� 00c0 < 0, the pulse will initially compress. In this case the

minimal pulse duration Tmin occurs at Z = Zmin, and their values are given by

ZminÆ�
00 = �

c0

1 + c20
T 2
in; (6.5)

Tmin

Tin
=

1

(1 + c20)
1=2

: (6.6)

I have compared the predictions of this simple linear theory to the optimized

evolution in our three model systems. I have also compared a modi�ed linear theory

in which I solve the propagation equation Eq. 2.1, with the same initial conditions

as in the complete theory, but with the Kerr nonlinearity turned o�. We show the

results of this comparison in Fig. 6.5 for the Tyco-CRZ and CNET-DMS systems. I

see that the Gaussian approximation is qualitatively useful, but it is not quantitatively

exact. By contrast the modi�ed linear theory predicts output pulse durations for the

Tyco-CRZ model system that agree with the prediction of the full nonlinear theory

within 10% to 15%. In the CNET-DMS model system, the pulses are less chirped;

so, the discrepancies are somewhat larger. I have not included the KDD-RZ system

in Fig. 6.5 because stable pulses only exist for a limited range of the chirp parameters

�5:2GHz=ps < C < �3:7GHz=ps. Within this range, the residual average dispersion

ÆD only varies between �0:03 ps/nm-km to �0:02 ps/nm-km correspondingly, and

the ratio Tout=Tin varies between 0.53 and 0.67. These ranges are limited by the strong

�ltering that occurs due to cascading the narrow band MUX and DEMUX elements

in the DSCs. I found that when A = �0:4, corresponding to C = �4:96 GHz/ps,

the values of ÆD and the ratio of Tout=Tin predicted by the full nonlinear model are

�0:028 ps/nm-km and 0.53, by the modi�ed linear model are �0:023 ps/nm-km and

0.51, by the Gaussian model are �0:038 ps/nm-km and 0.2. The discrepancy between



56

0

1

0

1

0

0.07

0 15
0

1

0 2

D
(p

s/
nm

-k
m

)
δ

T o
ut

T
in

C (GHz/ps) C (GHz/ps)

Figure 6.5: Dependence on the chirp C of (a) the �nal pulse compression and

(b) the optimal residual average dispersion in Tyco-CRZ and CNET-DMS

systems. The short-dashed lines with �lled circles are the results predicted by

modi�ed linear theory, the solid lines with squares represent the result of full

nonlinear model, while the long-dashed lines with triangles represent to the

prediction from Gaussian theory. The left side corresponds to the results in

Tyco-CRZ system while the right side represents the results in CNET-DMS

system. I do not show Gaussian theory in the dependence of the chirp vs. the

optimal residual average dispersion in the Tyco-CRZ system (the left lower

�gure) since there is no visible di�erence between the Gaussian theory and the

modi�ed linear theory.
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Figure 6.9: Eye diagrams in a single channel case in the Tyco-CRZ

system, where (a) shows the case in which neither nonlinearity nor ASE

noise is included in Eq. 2.1, (b) shows the case where we only neglect

the ASE noise, (c) shows the case where I only neglect the nonlinearity

in the simulations, and (d) shows the case where neither nonlinearity

nor ASE is neglected.

and the CNET-DMS systems, the spontaneous-signal beat noise clearly dominates the

impairments. In the case of the KDD-RZ system, nonlinearity does strongly impact

the eye diagrams. However, the impairments in the center of the bit window, where

the detection takes place, is dominated by signal-spontaneous beat noise.

As I mentioned earlier nonlinearity plays an important role in all three model

systems. A good example is in the Tyco-CRZ system, in which I found that un-

less dispersion compensation is divided between the beginning and the end of the

transmission, the eye diagrams exhibit substantial timing jitter [58].

Keeping the overall system parameters the same, I examined three dispersion
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Figure 6.10: Eye diagrams in a single channel case in the CNET-DMS

system, where (a){(d) are the same as in Fig. 6.9.
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Figure 6.11: Eye diagrams in a single channel case in the KDD-RZ

system, where (a){(d) are the same as in Fig. 6.9.
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slope compensation schemes for the channel I used previously in Tyco-CRZ system,

(1) pre-compensation|only adding the dispersion compensation at the beginning,

(2) post-compensation|only adding the compensation at the end, and (3) symmetric

compensation|adding equal amounts of compensation at the beginning and at the

end.

Figure 6.12 shows the input and outputs of a 64-bit pulse train that went through

the transmission link in all three con�gurations. Figs. 6.12(c) and (d) suggest that

 0    100  0    100

In
te

ns
ity

 (
a.

u.
)

Time (ps)

(a) (b)

(c) (d)

Figure 6.12: Optical eyes before and after the transmission line in a

single channel study in Tyco-CRZ system. I show (a) the input and (b){

(d) the output with (b) symmetric compensation, (c) pre-compensation,

and (d) post-compensation.

most of the degradation from asymmetric compensation is due to nonlinearly-induced

timing jitter from inter-pulse interactions.

In order to explore the physical reason why symmetric slope compensation reduces

the intersymbol interference due to nonlinearly-induced timing jitter, I considered a
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case in which I only launched two pulses, separating by 100 ps. Using the de�nitions

hti =

Z
tjq(t)j2dtZ
jq(t)j2dt

and hfi =

Z
f j~q(f)j2dfZ
j~q(f)j2df

; (6.7)

we carefully traced the pulse positions along the transmission link, then we calcu-

lated the o�sets of the pulse positions in the time and frequency domains separately

according to:

�t = hti � t0 and �f = hf i � f0; (6.8)

where q(t) and ~q(f) are the pulse pro�les in the time and frequency domains respec-

tively, and t0 and f0 are the initial positions of the pulses. I calculated the pulse

positions at the end of each map, and, in order to retrieve the individual pulse shapes

in the middle of the transmission link, I added a dispersive correction each time I

detected the pulses, whose size was calculated by setting the total dispersion after

the dispersive correction to optimally balance the initial chirp so that the pulses are

maximally compressed. I found the results shown in Fig. 6.13. For each of the three

cases, I also show � =
R
Z

0 D(z0)dz0, the total dispersion accumulation, where Z is the

propagation distance along the optical �ber. I note that there is a substantial fre-

quency shift in all three compensation schemes. There is a tendency for the pulses to

initially attract due to nonlinearity, just as in the case of solitons, and the pulses must

shift their frequencies in opposite directions to attract. This frequency shift, followed

by the motion of the pulses towards each other, leads to timing jitter. However, in

the case of symmetric compensation, the dispersion reverses its sign midway through

the transmission. As a consequence, two pulses that initially attracted each other

begin to repel, and the e�ect is for the motion in the second half of the transmission

to nearly erase the motion in the �rst half of the transmission.
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Figure 6.13: The o�set of the CRZ pulse pairs in the time and frequency

domains, as well as the accumulated dispersion in the individual con�g-

urations: (a) symmetric compensation, (b) pre-compensation, and (c)

post-compensation. The dashed line corresponds to the earlier pulse,

and the solid line corresponds to the later pulse.

These results have important implications for system design. Dispersion compen-

sation is commonly used in most systems with single channel data rates at 10 Gb/s,

and there is typically a substantial overlap between neighboring pulses in any 10 Gb/s

system, whether it is based on an RZ or an NRZ format. (In the latter case, the pulses

may consist of several bits.) The nonlinear pulse attraction results in timing jitter,

particularly of isolated marks in an NRZ system. However, by carefully designing the

dispersion map to be nearly symmetric, it is possible to minimize this e�ect.

I conclude that in all three model systems, the behavior resembles linear system

in two important respects. First, the pulse dynamics is dominated by the linear
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dispersion and the initial chirp. The nonlinearity plays a relatively small role in the

single pulse dynamics. Second, signal-spontaneous beat noise dominates the growth

of impairments in the electrical eye diagrams. This behavior is typically for linear

systems. At the same time nonlinearity plays an important role in all three model

systems. In particular, as mentioned earlier, I have shown that unless dispersion

compensation is divided between the beginning and the end of the transmission in

the Tyco-CRZ system, the eye diagrams exhibit substantial timing jitter [58]. In

other words, a property that is typical of linear system|that the spread in the eye

diagrams is dominated by spontaneous-signal beat noise|does not hold unless the

nonlinearity is properly mitigated! Thus, we refer to these systems as quasilinear

to indicate that they behave as if they were linear in important respects, but that

nonlinearity and its mitigation play important roles.

6.4 WDM studies

In this section, I will study the performance of our three model systems with WDM.

I keep 7 or 8 channels in our studies, which previous work indicates is suÆcient to

study the channel interactions in a full WDM system [61]. Channels that are far away

do not a�ect each other much because they pass through each other quickly due to

dispersion. In the WDM systems that I modeled, the channels are evenly spaced in

wavelength, and each wavelength has a slightly di�erent average dispersion. In all

my WDM simulations, I assumed that the EDFA has the same gain for all the WDM

channels. In reality, an accumulated gain di�erence must be avoided by using passive,

gain-equalizing �lters [51], [62], .

Comparing the results of this section to those of the previous sections allows us
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to determine the importance of the inter-channel interference and to verify that the

pulse behaviors that I observed in my single-channel studies are not signi�cantly

altered by inter-channel interactions. I kept 7 channels in the studies of the Tyco-

CRZ and CNET-DMS systems, and I kept 8 channels in my studies of the KDD-RZ

system. I used the same system parameters as in Sec. 6.3. The channel spacing in

the Tyco-CRZ and CNET-DMS systems is 0.6 nm, while in the KDD-RZ system it

is 0.8 nm. In the Tyco-CRZ system I placed channel 4 at the zero average dispersion

wavelength, which is 1550 nm; in the CNET-DMS system, I placed channel 4 at 1550

nm; however, the corresponding dispersion signi�cantly deviates from zero. In the

KDD-RZ system, I place channels symmetrically around the central wavelength of

1550 nm, and the zero dispersion occurs in between channels 4 and 5. The channel

spacing in the Tyco-CRZ model system is larger than in the experimental systems,

but I did not use orthogonal polarizations in neighboring channels or forward error

correction coding. In the CNET-DMS model system, I use a bit rate of 10 Gbit/s

instead of 20 Gbit/s, but I did not use orthogonal polarizations in neighboring bits

to generate a 20 Gbit/s pulse trains. I applied the same pre-chirping and the same

residual average dispersion for all 7 channels in the Tyco-CRZ system. I �xed the

length of the pre- and post-compensation �bers at 10 km for all 7 channels, but I varied

the �ber dispersion to obtain the optimal average dispersion. In the experimental

system, one must vary both the �ber type and the length to obtain optimal average

dispersion. However, I have veri�ed that as long as the accumulated dispersion in

the pre- and post-compensation �bers are correct, the result does not change. In

the CNET-DMS system, there is no individual pre-chirp and post-compensation for

each channel. Since the dispersion slope is small at the end of each map period, it

is possible to use one piece of �ber to pre-chirp the pulse in all the channels, and, at
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the end, to use one post-compensation �ber to recover the pulse in all the channels.

In the KDD-RZ system, I used the same chirp for all 8 channels, but the residual

average dispersion after one loop period di�ers slightly from channel to channel, as

shown in Table 6.3. I �xed the length of compensating �ber at 5 km but varied the

�ber dispersion to obtain the optimal residual average dispersion.

Ch. A
ÆD Æ�

00

(ps/nm-km) (ps2/km)

1 �0.4 �0:033 0.042

2 �0.4 �0:028 0.036

3 �0.4 �0:024 0.031

4 �0.4 �0:020 0.026

5 �0.4 �0:023 0.029

6 �0.4 �0:018 0.023

7 �0.4 �0:013 0.017

8 �0.4 �0:018 0.023

Table 6.3: The residual average dispersion in the 8 WDM channels of

the KDD-RZ system, where Ch. = channel.

The simulation results for the input and output spectra are shown in Figs. 6.14-

6.16. There is a tendency for the spectral intensity to decrease in between the chan-

nels in the KDD-RZ transmission system due to the cascading of the DSC, which

includes a MUX and DEMUX pair that gradually narrows the signal spectrum. In

Figs. 6.17-6.19, I showed the eye diagrams at the receivers in these systems. The eye

diagrams are similar to what were obtained in the single channel system but with

more amplitude jitter.

In the case of the Tyco-CRZ system, I observe somewhat more degradation in

channel 4 than in channel 2 or in channel 6. This increased degradation in channel

4 is due to low average dispersion in every single map period along the line, which
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Figure 6.14: Evolution of the (a) input and (b) output spectral intensity

in the Tyco-CRZ system.
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Figure 6.15: Evolution of the (a) input and (b) output spectral intensity

in the CNET-DMS system.
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Figure 6.16: Evolution of the (a) input and (b) output spectral intensity

in the KDD-RZ system.
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Figure 6.17: Eye diagrams of three channels in the 7 � 10 Gbit/s Tyco-

CRZ WDM system.
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Figure 6.18: Eye diagrams of three channels in the 7 � 10 Gbit/s

CNET-DMS WDM system.
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Figure 6.19: Eye diagrams of three channels in the 8 � 10 Gbit/s

KDD-RZ WDM system.
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increases the nonlinear inter-channel interactions.

While I do not show detailed plots of the pulse dynamics here, I have veri�ed that

the pulse dynamics is not visibly changed by the inter-channel interactions.

I conclude that wavelength division multiplexing degrades the eye diagrams in our

three model systems, but it does not change their quasilinear behavior.

6.5 Conclusion

There has been a long debate in the optical �ber communications community over

whether it would be preferable to use an NRZ format or a soliton format in long-haul

systems. In recent years, the NRZ format has evolved into the CRZ format, while the

soliton format evolved into the periodically-stationary DMS format and from there

into the non-periodically stationary or quasilinear DMS format. It is our view that

the soliton and non-soliton formats have e�ectively converged.

In this portion of my studies, I compared three systems that exemplify modern-day

CRZ, DMS, and RZ systems. I did so by creating computer models that reproduce

the essential features of all three systems as closely as feasible. I found that the pulse

dynamics is dominated by the initial chirp of the pulses and the linear dispersion in

the transmission line. I also found that the spread in the electronic eye diagrams

is dominated by spontaneous-signal beat noise. This behavior is typical for linear

systems. At the same time, I also found that nonlinearity plays an important role in all

three systems and must be properly mitigated in order for the typically linear behavior

that I just mentioned to manifest itself. We refer to these systems as quasilinear to

indicate that the pulse dynamics and eye diagrams in these systems resemble those in

linear systems, while the nonlinearity plays an important role. These systems resemble
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each other far more closely than any of them resembles the periodically-stationary

DMS systems of Jacob, et al. [11] or Sukuzi, et al. [55].



Chapter 7

Conclusion

We have come a long way in the 1990s toward determining a robust pulse format

for higher bit rate signals, (over 10 Gbit/s) to carry densely wavelength division

multiplexed digital information over trans-oceanic distances. Dispersion management

revolutionized the traditional NRZ/soliton modulation formats. In this dissertation,

I have explored various formats that are used in practice. I have concluded that the

di�erent formats have converged to a quasilinear format in WDM systems, whether

they are labeled CRZ, DMS, RZ, or something else. While the details of the system

designs may be quite di�erent, there is no relationship between the design and the

labels.

I began my investigation by presenting and validating the mathematical model

that I used in comparison of the Tyco-CRZ, CNET-DMS, and KDD-RZ systems.

I started the investigation by describing the modi�ed NLS equations, ASE noise

model, gain saturation models, and the method of estimating the system performance

by examining the Q and timing jitter. Accumulation of ASE noise generated by

EDFAs is known as the major source that dominates the degradation of the system

performance. Physically, ASE noise can be regarded as a additive, white noise in the
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�ber communication system. In order to properly estimate the system performance,

it is necessary to use a correct ASE model in the system simulator. I validated

the ASE model by studying timing jitter reduction in DMS systems. Solitons can

propagate over long distances as a result of the balance of nonlinearity and dispersion,

so that soliton-based systems are useful for validating models that are based on the

solution of the nonliear Schr�odinger equation. In this set of studies present in Chap. 3,

I carried out the calculation of Gordon-Haus jitter in a traditional soliton system to

calibrate the simulator I built in the presence of ASE noise. The model gave a

complete agreement with the analytical theory [16]. The model was also tested in

DMS systems, and it yielded completely agreement with timing jitter calculations in

DMS systems based on the semi-analytical approach developed by Dr. Grigoryan [17].

With the deployment of WDM technology in modern-day optical transmission

systems, the optical power required to convey hundreds of channels naturally saturates

in-line EDFAs. It is very important to consider the gain saturation e�ect in the study

of WDM systems. This mechanism is also critical in a �ltered DMS system or WDM

systems with in-line �ltering like. I carefully compared my numerical model to the

experimental system that was built by Dr. Carter and his colleagues at the Laboratory

for Physical Sciences, including the gain saturation model and the estimation of Q

values. The results of comparison, shown in Chap. 4 indicate excellent agreement

between simulation and experiment.

In Chap. 5, I studied a WDM design that could be used to extend the experiment

at the Laboratory for Physical Sciences to WDM systems. This design was based on a

500 km loop with a dispersion slope compensating module that also compensation for

gain variations. I showed that this design could produce a four-channel WDM DMS

system in which error-free signal transmission could in principle occur over 10,000 km.
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However, the allowed power margins were quite small, indicating that the practical

interest of this system might be limited.

In Chap. 6, I compared three systems of current interest: the Tyco-CRZ system,

the CNET-DMS system, and the KDD-RZ system. I demonstrated that all three

systems operate in a quasilinear regime in which the pulse evolution is dominated by

dispersion and the eye degradation is dominated by signal-spontaneous beat noise.

At the same time, I demonstrate that nonlinearity plays an important role and its

mitigation is critical. In particular, I show that symmetric compensation is required

in the Tyco-CRZ system to avoid substantial timing jitter.
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