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ABSTRACT

In this paper, we develop several parallel techniques for hyperspectral image processing that have been specifi-
cally designed to be run on massively parallel systems. The techniques developed cover the three relevant areas of
hyperspectral image processing: 1) spectral mixture analysis, a popular approach to characterize mixed pixels in
hyperspectral data addressed in this work via efficient implementation of a morphological algorithm for automatic
identification of pure spectral signatures or endmembers from the input data; 2) supervised classification of hy-
perspectral data using multi-layer perceptron neural networks with back-propagation learning; and 3) automatic
target detection in the hyperspectral data using orthogonal subspace projection concepts. The scalability of the
proposed parallel techniques is investigated using Barcelona Supercomputing Center’s MareNostrum facility, one
of the most powerful supercomputers in Europe.

Keywords: Hyperspectral data, endmember extraction, spectral unmixing, supervised classification, neural
networks, automatic target detection, massively parallel processing, cluster computing.

1. INTRODUCTION

The development of computationally efficient techniques for transforming massive amounts of remote sensing data
into scientific understanding is critical for space-based Earth science and planetary exploration.1 The wealth of
information provided by latest-generation remote sensing instruments has opened ground-breaking perspectives
in many applications, including environmental modeling and assessment for Earth-based and atmospheric studies,
risk/hazard prevention and response including wild land fire tracking, biological threat detection, monitoring of
oil spills and other types of chemical contamination, target detection for military and defense/security purposes,
urban planning and management studies, etc.2

A relevant example of a remote sensing application in which the use of HPC technologies, such as parallel
and distributed computing, are highly desirable is hyperspectral imaging,3 in which an image spectrometer
collects hundreds or even thousands of measurements (at multiple wavelength channels) for the same area on the
surface of the Earth. The scenes provided by such sensors are often called ‘data cubes’ to denote the extremely
high dimensionality of the data. For instance, the NASA Jet Propulsion Laboratory’s Airborne Visible Infra-Red
Imaging Spectrometer (AVIRIS)4 is now able to record the visible and near-infrared spectrum (wavelength region
from 0.4 to 2.5 micrometers) of the reflected light of an area from 2 to 12 kilometers wide and several kilometers
long using 224 spectral bands (see Fig. 1). The resulting cube is a stack of images in which each pixel (vector)
has an associated spectral signature or ‘fingerprint’ that uniquely characterizes the underlying objects, and the
resulting data volume typically comprises several GBs per flight.

Specifically, the utilization of HPC systems in hyperspectral imaging applications has become more and more
widespread in recent years. The idea developed by the computer science community of using COTS (commercial
off-the-shelf) computer equipment, clustered together to work as a computational ‘team,’ is a very attractive
solution.5 This strategy is often referred to as Beowulf-class cluster computing, and has already offered access
to greatly increased computational power, but at a low cost (commensurate with falling commercial PC costs)
in a number of remote sensing applications.1
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Figure 1. The Concept of Hyperspectral Imaging.

Beowulf clusters were originally developed with the purpose of creating a cost-effective parallel computing
system able to satisfy specific computational requirements in the Earth and space sciences community. Initially,
the need for large amounts of computation was identified for processing multispectral imagery with only a few
bands.6 As sensor instruments incorporated hyperspectral capabilities, it was soon recognized that computer
mainframes and mini-computers could not provide sufficient power for processing this kind of data.

One of the most representative NASA clusters for efficient remote sensing data processing has been the
Thunderhead system∗, a 512-processor homogeneous Beowulf cluster composed of 256 dual 2.4 GHz Intel Xeon
nodes, each with 1 GB of memory and 80 GB of main memory. The total peak performance of the system
is 2457.6 GFlops. Along with the 512-processor computer core, Thunderhead has several nodes attached to
the core with 2 Ghz optical fibre Myrinet. NASA is currently supporting other massively parallel clusters for
remote sensing applications, such as the Columbia supercomputer at NASA Ames Research Center, a 10,240-
CPU SGI Altix supercluster, with Intel Itanium 2 processors, 20 terabytes total memory and heterogeneous
interconnects including InfiniBand network and 10 gigabit Ethernet. Other massively parallel systems that
heve been used in the context remote sensing applications include Jaws, a Dell PowerEdge cluster with 3 GHz
Infiniband connectivity, 5,200 GB of main memory and 5,200 processors available at Maui High-Performance
Computing Center (MHPCC) in Hawaii, or NEC’s Earth Simulator Center, a 5,120-processor system developed
by Japan’s Aerospace Exploration Agency and the Agency for Marine-Earth Science and Technology. It is highly
anticipated that many new supercomputer systems will be specifically developed in forthcoming years to support
remote sensing applications.

In this paper, we make use of MareNostrum†, an IBM cluster with 10,240 processors, 2.3 GHz Myrinet connec-
tivity and 20,480 GB of main memory (available at Barcelona Supercomputing Center) in order to demonstrate
several new parallel versions of different hyperspectral image processing algorithms. The remainder of the pa-
per is organized as follows. Section 2 describes the hyperspectral processing techniques which are efficiently
implemented in this work, covering three relevant areas of hyperspectral image analysis that will be developed
in this section (i.e., spectral mixture analysis, supervised classification, and automatic target detection). Sec-
tion 3 develops computationally efficient versions of representative algorithms and techniques in each considered
category. Section 4 first describes the architecture of the MareNostrum supercomputer, and then provides an
experimental assessment of the considered parallel algorithms in terms of both analysis accuracy and parallel
performance, using highly representative hyperspectral data sets (with reference information) collected by the
AVIRIS instrument. Section 5 summarizes our study and provides hints at plausible future research.

∗http://thunderhead.gsfc.nasa.gov
†http://www.bsc.es
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2. METHODS

2.1 Spectral mixture analysis

Spectral unmixing has been an alluring exploitation goal since the earliest days of imaging spectroscopy.7 No
matter the spatial resolution in natural environments, spectral signatures in hyperspectral data are invariably a
mixture of the signatures of the various materials found within the spatial extent of the ground instantaneous
field view (see Fig. 1). Due to the high spectral dimensionality of the data, the number of spectral bands
usually exceeds the number of spectral mixture components, and the unmixing problem is cast in terms of an
over-determined system of equations in which, given a correct set of pure spectral signatures called endmem-
bers ,8 the objective is to estimate fractional abundances for those endmembers. Since each observed spectral
signal is the result of an actual mixing process, the driving abundances must obey two rather common-sense
constraints. First, all abundances must be non-negative. Second, the sum of abundances for a given pixel must
be unity. However, it is the derivation and validation of the correct suite of endmembers that has remained a
challenging and elusive goal for the past twenty years. Over the last years, several algorithms have been devel-
oped for automatic or semi-automatic extraction of spectral endmembers directly from an input hyperspectral
data set. Some classic techniques for this purpose include the pixel purity index (PPI)9 or the N-FINDR algo-
rithm,10 both focused on analyzing the data without incorporating information on the spatially adjacent data.
However, one of the distinguishing properties of hyperspectral data is the multivariate information coupled with
a two-dimensional (pictorial) representation amenable to image interpretation. In this work, we address the
computational requirements introduced by spectral unmixing applications by addressing a specific case study
focused on efficient implementation of the automatic morphological endmember extraction (AMEE) algorithm,11

a technique that integrates both the spatial and the spectral information when searching for image endmembers
in hyperspectral data sets.

2.2 Supervised classification

The utilization of fully or partially unsupervised approaches, such as the spectral unmixing techniques discussed
in the previous subsection, are of great interest for extracting relevant information from hyperspectral scenes.
However, several machine learning and image processing techniques have also been applied for the same purpose
when a priori knowledge (often available in the form of labeled data or ground-truth) is available for the scenes
to be analyzed.12 In this case, the labeled data usually consists of training samples cataloged by assuming that
each pixel vector measures the response of one single underlying material. Perhaps the most relevant examples of
supervised machine learning techniques used for remote sensing data classification are support vector machines
(SVMs)13 and artificial neural networks.14 Although many neural network architectures exist, for hyperspectral
data classification mostly feed-forward networks of various layers, such as the multi-layer perceptron (MLP), have
been used.15 In this work, the computational requirements addressed by supervised classifiers are illustrated by
a case study focused on efficient implementation of an MLP-based classifier for hyperspectral image data.

2.3 Automatic target detection

Another technique that has attracted a lot of attention in hyperspectral image analysis in recent years is automatic
target detection,16 which is particularly crucial in military-oriented applications. During the last few years,
several algorithms have been developed for the aforementioned purpose, including the automatic target detection
and classification (ATDCA) algorithm,17 an unsupervised fully-constrained least squares (UFCLS) algorithm,18

an iterative error analysis (IEA) algorithm,19 or the well-known RX algorithm developed by Reed and Xiaoli for
anomaly detection.20 In this work, we illustrate the computational requirements of target detection applications
by addressing a case study focused on efficient implementation of the ATDCA algorithm.

In the following section, we describe parallel versions of ATDCA for target detection, AMEE for endmember
extraction, and MLP for supervised classification of hyperspectral data. We believe that, although additional
implementation case studies would be certainly relevant, the spectrum of parallel techniques included in this
paper provides sufficient coverage of different strategies and approaches for efficient information extraction from
hyperspectral data sets.
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3. PARALLEL IMPLEMENTATIONS

In all considered parallel implementations, a data-driven partitioning strategy has been adopted as a baseline
for algorithm parallelization. Specifically, two approaches for data partitioning have been tested:5

• Spectral-domain partitioning. This approach subdivides the multi-channel remotely sensed image into small
cells or sub-volumes made up of contiguous spectral wavelengths for parallel processing.

• Spatial-domain partitioning. This approach breaks the multi-channel image into slices made up of one
or several contiguous spectral bands for parallel processing. In this case, the same pixel vector is always
entirely assigned to a single processor, and slabs of spatially adjacent pixel vectors are distributed among
the processing nodes (CPUs) of the parallel system.

Previous experimentation with the above-mentioned strategies indicated that spatial-domain partitioning
can significantly reduce inter-processor communication, resulting from the fact that a single pixel vector is never
partitioned and communications are not needed at the pixel level.5 In the following, we assume that spatial-
domain decomposition is always used when partitioning the hyperspectral data cube.

3.1 Parallel Automatic Morphological Endmember Extraction
In this subsection, we describe a parallel implementation of the AMEE algorithm11 for endmember extraction.
The parallel algorithm adopts a spatial-domain partitioning framework in which border data are replicated in
order to avoid communicating data during the kernel-based (local) processing, which relies on the definition
of a spatial window or structuring element that is used to define spatial context around each pixel vector in
the scene. The inputs to the parallel algorithm are a hyperspectral image cube F with n dimensions, where
f(x, y) denotes the pixel vector at spatial coordinates (x, y) of the scene, a spatial kernel B (called morphological
structuring element) of fixed size (3 × 3 pixels in our implementation), a maximum number of iterations Imax,
and a maximum number of endmembers to be detected, e. The output in all cases is a set of endmembers
{e1, e2, · · · , ee}. The parallel algorithm consists of the following steps:

1. The master processor partitions the data into p spatial-domain partitions (with their scratch borders to
avoid inter-processor communications), and distributes the partitions among the workers.

2. Using parameters Imax (maximum number of iterations) and e (maximum number of endmembers to be
extracted), each worker executes (in parallel) the following steps:

(a) Set i = 1 and initialize a morphological eccentricity index MEI(x, y) = 0 for each pixel f(x, y).
(b) Move the structuring element through all the pixels of the input data, defining a local spatial search

area around each pixel f(x, y), and calculate the maximum and minimum pixel vectors at each B -
neighborhood using extended morphological erosion and dilation, respectively defined as follows:

(f� B)(x, y) = argmin(i,j)∈Z2(B){DB[f(x + i, y + j)]} (1)

(f⊕ B)(x, y) = argmax(i,j)∈Z2(B){DB[f(x + i, y + j)]} (2)

(c) Update the MEI at each spatial location (x, y) using:

MEI(x, y) = Dist[(f� B)(x, y), (f ⊕ B)(x, y)] (3)

(d) Set i = i + 1. If i = Imax, then go to step (e). Otherwise, replace the original image with its dilation
using B as follows: f = f ⊕ B. This propagates only the purest pixels at the local neighborhood to
the following algorithm iteration. Then, go to step (b).

(e) Select the set of pixel vectors with higher associated MEI scores (called endmember candidates).

3. The master gathers all the local endmember sets provided by the workers and forms a global set of final
endmembers {e1, e2, · · · , ee}.
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3.2 Parallel Multi-Layer Perceptron

In this subsection, we describe a supervised parallel classifier based on a MLP neural network with back-
propagation learning.15 The inputs to the parallel algorithm are a hyperspectral image cube F with n dimensions,
where f(x, y) denotes the pixel vector at spatial coordinates (x, y) of the scene. The number of input neurons of
the considered neural network equals n, the number of spectral bands acquired by the sensor. The number of
hidden neurons, m, is adjusted empirically, and the number of output neurons, c, equals the number of distinct
classes to be identified in the input data.

The parallel classifier considered in this work is based on an exemplar partitioning scheme, also called training
example parallelism, which explores data level parallelism and can be easily obtained by simply partitioning the
training pattern data set. Each process determines the weight changes for a disjoint subset of the training
population and then changes are combined and applied to the neural network at the end of each epoch. This
scheme requires a suitable large number of training patterns to take an advantage. Each processor implements
a complete neural network which is trained with a disjoint subset of training patterns fpj (x, y)), executing the
following three phases of the back-propagation learning algorithm for each training pattern:

1. Parallel forward phase. In this phase, the activation value of the hidden neurons local to the processors
are calculated. For each input pattern –meaning that labeled pixel vectors are used as training patterns–
the activation value for the hidden neurons is calculated at each processor using the expression Hp

i =
ϕ(

∑n
j=1 ωij · fpj (x, y)). Here, the activation values and weight connections of neurons present in other

processors are required to calculate the activation values of output neurons according to the expression
OP

k = ϕ(
∑m

i=1 ωp
ki · Hp

i ), with k = 1, 2, · · · , C.

2. Parallel error back-propagation. In this phase, each processor calculates the error terms for the local hidden
neurons. To do so, delta terms for the output neurons are first calculated using (δo

k)P = (Ok − dk)p ·ϕ′
(·),

with i = 1, 2, · · · , c. Then, error terms for the hidden layer are computed using the following expression:
(δh

i )p =
∑p

k=1(ω
p
ki · (δo

k)p) · ϕ′
(·), with i = 1, 2, · · · , n.

3. Parallel weight update. In this phase, the weight connections between the input and hidden layers are
updated by ωij = ωij + ηp · (δh

i )p · fpj (x, y)). Similarly, the weight connections between the hidden and
output layers are updated using the expression: ωp

ki = ωP
ki + ηp · (δo

k)p · Hp
i .

4. Broadcast and initialization of weight matrices. In this phase, each node sends its partial weight matrices
to its neighbour node, which sums it to its partial matrix and proceed to send it again to the neighbour.
Once all nodes have added their local matrices the resulting total weight matrices are broadcast to be used
by all processors in the next iteration.

Once the MLP neural network has been trained with a set of labeled patterns, a parallel classification step
follows. For each pixel vector f(x, y) in the input data cube, the classification step calculates (in parallel)∑p

j=1 Oj
k, with k = 1, 2 · · · , c. A classification label for each pixel can be obtained using the winner-take-all

criterion commonly used in neural networks by finding the cumulative sum with maximum value, say
∑p

j=1 Oj
k∗ ,

with k∗ = arg{max1≤k≤c

∑p
j=1 Oj

k}.

3.3 Parallel Automatic Target Detection and Classification Algorithm

In this subsection, we describe a parallel implementation of the ATDCA algorithm17 for automatic target detec-
tion. The inputs to the parallel algorithm are a hyperspectral image cube F with n dimensions, where f denotes
a pixel vector at spatial coordinates (x, y) of the scene, and a maximum number of targets to be detected, t. The
output in all cases is a set of target pixel vectors {t0, t1, · · · , tt}. The parallel algorithm consists of the following
steps:

1. The master divides the original image cube F into p spatial-domain partitions. Then, the master sends the
partitions to the workers.
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Figure 2. The MareNostrum supercomputer at Barcelona Supercomputing Center (this figure, along with further details
on the system are available online: http://www.bsc.es.

2. Each worker finds the brightest pixel in its local partition using t1 = argmax{f(x, y)T · f(x, y)}, where the
superscript T denotes the vector transpose operation. Each worker then sends the spatial locations (x, y)
of the pixel identified as the brightest one in its local partition back to the master.

3. Once all the workers have completed their parts, the master finds the brightest pixel of the input scene,
t1, by applying the argmax operator in step 2 to all the pixels at the spatial locations provided by the
workers, and selecting the one that results in the maximum score. Then, the master sets U = t1 and
broadcasts this matrix to all workers.

4. Each worker finds (in parallel) the pixel in its local partition with the maximum orthogonal projection
relative to the pixel vectors in U, using a projector given by P⊥

U = I − U(UTU)−1UT , where U is the
identity matrix. The orthogonal space projector P⊥

U is now applied to all pixel vectors f(x, y) in each local
partition to identify the most distinct pixels (in orthogonal sense) with regards to the previously detected
ones. Each worker then sends the spatial location of the resulting local pixels to the master node.

5. The master now finds a second target pixel by applying the P⊥
U operator to the pixel vectors at the spatial

locations (x, y) provided by the workers, and selecting the one which results in the maximum score as
follows t2 = argmax{(P⊥

U f(x, y))T (P⊥
U f(x, y))}. The master sets U = {t1, t2} and broadcasts this matrix

to all workers.

6. Repeat from step 4 until a set of t target pixels, {t1, t2, · · · , tt}, are extracted from the input data.

4. EXPERIMENTAL RESULTS

4.1 MareNostrum supercomputer

MareNostrum is one of the most powerful supercomputers in Europe‡. Although only a reduced number of
resources were needed in our specific application and we only scaled up to 512 processors, the MareNostrum
system has recently increased its calculation capacity until reaching 94.21 Teraflops (94.21 trillions of operations
per second), doubling its previous capacity (42.35 Teraflops). It had 4.812 processors and has now 10.240
processors with a final calculation capacity of 94.21 Teraflops. The system has 44 racks and takes up a space of
120 square meters. Fig. 2 depicts the floor where the supercomputer is located.

‡http://www.top500.org/list/2008/11/100
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4.2 Hyperspectral images

Three hyperspectral scenes collected by the AVIRIS instrument have been used in experiments:

• The first one was gathered over the Indian Pines test site in Northwestern Indiana, a mixed agricul-
tural/forested area, early in the growing season, and consists of 1939× 677 pixels and 224 spectral bands
in the wavelength range 0.2−2.5μm (574 MB in size). This scene, used to illustrate endmember extraction
using the parallel AMEE algorithm, represents a very challenging analysis dominated by similar spectral
classes and mixed pixels. In particular, the primary crops of the area, mainly corn and soybeans, were
very early in their growth cycle with only about 5% canopy cover. Hence the importance of applying
endmember extraction and spectral unmixing techniques. Fig. 3(a) shows the spectral band at 587 nm
of the original scene and Fig. 3(b) shows the corresponding ground-truth map, displayed in the form of a
class assignment for each labeled pixel, with 30 mutually exclusive ground-truth classes.

• The second AVIRIS data set used in experiments was collected over the Valley of Salinas in Southern
California. The full scene consists of 512 × 217 samples with 224 spectral bands in the same range as the
previous scene (48 MB in size). It was taken at low altitude with a pixel size of 3.7 meters. The data
include vegetables, bare soils and vineyard fields. Fig. 4(a) shows the entire scene. Fig. 4(b) shows the
available ground-truth regions. As shown in Fig. 4(b), ground-truth is available for about two thirds of
the entire Salinas scene. As a result, it is a good test site for supervised classification using the proposed
parallel MLP-based algorithm.

• The third scene was obtained after an AVIRIS flight over the World Trade Center (WTC) area in New
York City on September 16, 2001, just five days after the terrorist attacks that collapsed the two main
towers and other buildings in the WTC complex. The selected data set comprises 614× 512 pixels and 224
narrow spectral bands in the same range as the previous scenes (140 MB in size). The spatial resolution is
very fine as a consequence of the low altitude of the AVIRIS flight; with 1.7 meters per pixel (most other
AVIRIS data sets exhibit spatial resolutions of 20m per pixel). The fine spatial resolution available in
this application case study allowed us to use this scene as a benchmark for target detection studies, which
often require very fine spatial and spectral detail. Hence, we use this scene to evaluate the performance
of the parallel ATDCA algorithm. Fig. 5(a) shows a false color composite of the data set selected for
experiments using the 1682, 1107, and 655 nm channels, displayed as red, green, and blue, respectively.
Fig. 5(b) shows a thermal map centered at the region where the buildings collapsed. The map, generated
by U.S. Geological Survey (USGS) shows the target locations of the thermal hot spots, shown as bright
red, orange, and yellow spots.

4.3 Parallel Performance

This subsection provides performance results for the parallel algorithms described in section 3. It should be noted
that, in this work, we are mainly interested in validating the parallel performance of our proposed implemen-
tations on the MareNostrum system and not on evaluating the accuracy of the considered algorithms with the
aforementioned hyperspectral scenes. Detailed validation results can be found in previous work for the AMEE
(using the AVIRIS Indian Pines scene),5 for MLP (using the AVIRIS Salinas scene),21 and ATDCA (using the
AVIRIS World Trade Center scene).22 In the following, we analyze the scalability of parallel implementations of
the algorithms above with the considered scenes, providing only experimental results for algorithm configurations
that have been optimized after testing different input parameters. We would also like to emphasize that, in all
cases, the parallel versions provide exactly the same results as the corresponding sequential implementations,
which were used as a reference to calculate the processing times as the number of processors increases).

Table 1 shows the processing times measured for the parallel implementation of AMEE using a number of
processors ranging from 2 to 512 CPUs on MareNostrum. The algorithm was run on the AVIRIS Indian Pines
scene using 3×3 structuring element and Imax = 5 iterations. As it can be seen in the table, the algorithm scales
well up to 128 processors. In order to illustrate this effect, we also measured the load balancing scores for the
parallel algorithm. Load balance is defined as D = Max/Min, where Max and Min are the maxima and minima
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Figure 3. AVIRIS Indian Pines scene. (a) Spectral band at 439 nm. (b) Ground-truth map.

Figure 4. AVIRIS Salinas scene. (a) Spectral band at 439 nm. (b) Ground-truth map. (c) MLP classification result.

processor run times, respectively. Therefore, perfect balance is achieved when D = 1. In our experiments, we
observed that load balance was almost perfect (around 0.99) until 128 processors, and started to decrease for 256
processors (0.84) and 512 processors (0.61). This is due to the fact that the spatial-domain partitions become
smaller, and the ratio of communications versus computations increases. Since our experiments are confined to a
single AVIRIS scene, we anticipate that this effect will not occur if a larger number of scenes is used as input to
the parallel algorithm (in which case the ratio of computations to communications is expected to be very high).
In any event, and although the algorithm has been shown to scale well for large volumes of data, our future work
will be directed towards improving the scalability of the parallel AMEE algorithm on the MareNostrum system.

On the other hand, Table 2 shows the processing times measured for the parallel implementation of MLP
using a number of processors ranging from 4 to 512 CPUs on MareNostrum. The algorithm was run on the
AVIRIS Salinas scene using m = 40 hidden nodes and a total of 2500 training samples extracted from the ground
truth (the remaining samples were used for testing), where parameter c was set to the number of classes in Fig.
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Figure 5. (Left) AVIRIS World Trade Center scene. (Right) USGS map of thermal hot spots.

Number of CPUs 2 4 8 16 32 64 128 256 512
Processing time 4833 2418 1218 625 325 173 103 95 113

Table 1. Processing times (seconds) achieved by our parallel version of AMEE endmember extraction algorithm using
different numbers of CPUs on the MareNostrum supercomputer.

4(b). With this configuration, the parallel algorithm provided classification results with high accuracy (above
90%) as indicated in Fig. 4(c). As shown by Table 2, the parallel algorithm scaled relatively well and allowed
a significant reduction of the processing time, although the parallel backpropagation implementation based on
exemplar parallelism is essentially an irregular algorithm. Most of the irregularities arise due to the fact that,
when the number of processors is increased, the distribution and number of training patterns on each processor
is modified, thus affecting the convergence procedure and the final number of iterations needed. Table 3 shows
the ratio between iteration number and executing time for different number of processors used (in the form of
averaged iteration time). As it can be seen in the table, using this approach, the algorithm scales well up to
128 processors. Further analysis and tests should be conducted in order to analyze the scalability to a higher
number of processors and to improve load balancing.

Finally, Table 4 shows the processing times measured for the parallel implementation of ATDCA using a
number of processors ranging from 2 to 256 CPUs on MareNostrum. The algorithm was run on the AVIRIS
World Trade Center scene using t = 200 targets. Although this number appears high, it should be noted that
the complexity of an urban data analysis scenario, indicated by Fig. 5(left), requires that a high number of
targets are extracted in order to be able to identify all targets of interest such as the thermal hot spots shown
in Fig. 5(right). From Table 4, it can also be seen that the parallel ATDCA scales well up to 32 processors. For
64 processors and beyond, the ratio of communications to computations severely affects the scalability of the
algorithm. Further work should be conducted in order to better adapt the parallel version of this algorithm to
the MareNostrum architecture by increasing the ratio of computations to communications.

5. CONCLUSIONS AND FUTURE LINES

In this paper, we have evaluated the performance of several parallel techniques for hyperspectral image processing
that have been specifically designed to be run on the MareNostrum supercomputer at Barcelona Supercomput-

Number of CPUs 4 8 16 32 64 128 256 512
Processing time 61545 44021 4539 4829 4394 2033 754 675

Table 2. Processing times (seconds) achieved by our parallel version of MLP supervised classification algorithm using
different numbers of CPUs on the MareNostrum supercomputer.
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Number of CPUs 4 8 16 32 64 128 256 512
Avg. iteration time 0.218 0.105 0.050 0.025 0.013 0.007 0.004 0.003

Table 3. Averaged iteration times (in seconds) achieved by our parallel version of MLP supervised classification algorithm
using different numbers of CPUs on the MareNostrum supercomputer.

Number of CPUs 2 4 8 16 32 64 128 256
Processing time 521 263 221 129 44 86 206 333

Table 4. Processing times (seconds) achieved by our parallel version of ATDCA target detection algorithm using different
numbers of CPUs on the MareNostrum supercomputer.

ing Center. The techniques developed cover the three following areas: 1) spectral mixture analysis, a popular
approach to characterize mixed pixels in hyperspectral data (addressed by efficient implementation of a spatial-
spectral endmember extraction algorithm); 2) supervised classification using MLP-based neural networks; and 3)
target detection using an automatic algorithm based on orthogonal subspace projection concepts. Our prelimi-
nary results reveal some interesting properties of the developed parallel implementations that should be enhanced
in future work to increase scalability, such as the ratio of computations to communications or the sustained per-
formance of the parallel algorithms independently of the volume of data to be processed. In our experiments we
have observed that, although the algorithms scale well when processing large image volumes (which is appealing
for information extraction from large data archives), further work is still needed in order to effectively process
smaller data volumes. Future work will also comprise a more detailed investigation of algorithm parameters
including computation and communication patterns.
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