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Abstract. Anomaly detection is an important task for hyperspectral data exploitation. A standard
approach for anomaly detection in the literature is the method developed by Reed and Yu, also
called RX algorithm. It implements the Mahalanobis distance, which has been widely used in
hyperspectral imaging applications. A variation of this algorithm, known as kernel RX (KRX),
consists of applying the same concept to a sliding window centered around each image pixel.
KRX is computationally very expensive because, for every image pixel, a covariance matrix and
its inverse has to be calculated. We develop an efficient implementation of the kernel RX
algorithm. Our proposed approach makes use of linear algebra libraries and further develops
a parallel implementation optimized for multi-core platforms, which is a well known, inexpen-
sive and widely available high performance computing technology. Experimental results for two
hyperspectral data sets are provided. The first one was collected by NASA’s airborne visible
infra-red imaging spectrometer (AVIRIS) system over the World Trade Center (WTC) in New
York, five days after the terrorist attacks, and the second one was collected by the hyperspectral
digital image collection experiment (HYDICE). Our anomaly detection accuracy, evaluated
using receiver operating characteristics (ROC) curves, indicates that KRX can significantly out-
perform the classic RX while achieving close to linear speedup in state-of-the-art multi-core
platforms. © 2012 Society of Photo-Optical Instrumentation Engineers (SPIE). [DOI: 10.1117/1.JRS
.6.061503]
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1 Introduction

Hyperspectral imaging1 is concerned with the measurement, analysis, and interpretation of spec-
tra acquired from a given scene (or specific object) at a short, medium, or long distance by an
airborne or satellite sensor.2 Hyperspectral imaging instruments such as the NASA Jet Propul-
sion Laboratory’s airborne visible infra-red imaging spectrometer (AVIRIS)3 are now able to
record the visible and near-infrared spectrum (wavelength region from 0.4 to 2.5 micrometers)
of the reflected light of an area of 2 to 12 kilometers wide and several kilometers long using 224
spectral bands. The resulting “image cube” (Fig. 1) is a stack of images in which each pixel
(vector) has an associated spectral signature, or fingerprint, that uniquely characterizes the under-
lying objects.4 The resulting data volume typically comprises several gigabytes (GBs) per flight.5

Anomaly detection is an important task for hyperspectral data exploitation. An anomaly
detector enables one to detect spectral signatures which are spectrally distinct from their
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surroundings with no a priori knowledge. In general, such anomalous signatures are relatively
small compared to the image background, and only occur in the image with low probabilities.
The RX algorithm, developed by Reed and Yu, is a well-know approach for anomaly detection
which has shown success for multispectral and hyperspectral images.4 The RX algorithm uses
the pixel currently being processed as the matched signal. Since RX uses the sample covariance
matrix to take into account the sample spectral correlation, it performs the same task as the
Mahalanobis distance, which has been widely used in hyperspectral imaging applications.6

A variation of this algorithm, known as the kernel RX algorithm (KRX), consists of applying
the same concept to a sliding window centered around each image pixel.7 Kernel RX is very
interesting due to its high accuracy to detect anomalies. However, it is computationally very
expensive because involves the computation of a covariance matrix and its inverse for every
image pixel. Consequently, the literature describes this kind of methods to detect anomalies
as unachievable for real-time applications.8,9 Nevertheless, current advances in the high perfor-
mance computing field (HPC) offer resources which can strongly reduce the runtimes for the
kernel RX algorithms. Thus, the modern multicore architectures10,11 represent an inexpensive,
widely available and well-known technology in the HPC field and, moreover, a wide set of linear
algebra libraries has been developed to reduce the time for solving algebra problems by means of
the multi-core systems.12,13 In this way, HPC allows that kernel RX methods can be revised as
practical algorithms in the anomaly detection.

Parallel implementations of the RX algorithm and some of their variations can be found in
Refs. 14–16. The large computational burden of the KRX algorithm prevents its sequential
executions on single core systems. So, we describe and analyze a parallel approach for
accelerating the KRX algorithm on multicore systems.

The goal of this work is to explore the accuracy and performance of the kernel RX algorithm
exploiting state-of-the-art multicore architectures and using real test hyperspectral images.

Our aim is to optimize the exploitation of multicore architectures by a parallel version of the
kernel RX algorithm. A comparative evaluation of the accuracy for the kernel and the classical
RX algorithms is also carried out. Their capacity to detect anomalies is analyzed by means of

Fig. 1 Concept of hyperspectral imaging.

Molero et al.: Anomaly detection based on a parallel kernel RX algorithm for multicore platforms

Journal of Applied Remote Sensing 061503-2 Vol. 6, 2012

Downloaded from SPIE Digital Library on 03 Jul 2012 to 95.18.147.174. Terms of Use:  http://spiedl.org/terms



receiver operating characteristics curves (ROC curves).17 The analysis is carried out using
images taken from two different real scenes. The first is a data set collected by the NASA’s
airborne visible infra-red imaging spectrometer (AVIRIS) system over the World Trade Center
(WTC) in New York, five days after the terrorist attacks; in this example, anomalies are thermal
hot spots. The second is a data set collected by the hyperspectral digital Image collection experi-
ment (HYDICE); this image is interesting for anomaly detection because it includes a set of 15
panels (anomalies in this context) with several different spectral signatures and several sizes.

The remainder of the paper is structured as follows. Section 2 briefly describes the classic and
kernel versions of the RX algorithm. Section 3 defines the hyperspectral data used in experi-
ments, and a ROC analysis of anomaly detection accuracy is carried out. Section 4 is focused on
the parallel implementation of the kernel RX algorithm on a multicore architecture, where
experimental results are analyzed in terms of scalability. Finally, Sec. 5 concludes with some
remarks and hints at plausible future research.

2 Anomaly Detection Based on RX Algorithm

2.1 RX Algorithm

The RX algorithm has been widely used in signal and image processing.18 The result of this
algorithm is referred to as RX filter and defined by the following expression:

δRXðxÞ ¼ ðx − μÞTK−1ðx − μÞ; (1)

where x ¼ ½xð0Þ; xð1Þ; · · · ; xðnÞ� is a sample, n-dimensional hyperspectral pixel (vector), μ is the
sample mean of the hyperspectral image and K is the sample data covariance matrix. As we can
see, the form of δRX is actually the well-known Mahalanobis distance.6 Replacing K with the
sample correlation matrix R and replacing x − μ with the pixel vector, results in a sample
correlation matrix-based RX filter given by

δRXðxÞ ¼ xTR−1x; (2)

where the sample correlation matrix R is used in the filter design.4

It is important to note that the anomaly detection results generated by the RX algorithm can
be visualized in the form of a grayscale image in which, the higher the probability of detecting an
anomaly, the higher the digital value of the pixel. Anomalies can be categorized in terms of the
value returned by RX, so that the pixel with the highest value of δRXðxÞ can be considered the
first anomaly, and so on.

2.2 Kernel RX Algorithm

The classic RX algorithm can be considered as a global anomaly detector because the covariance
(correlation) matrix is computed using all the pixels of the image. The kernel RX algorithm7 can
be considered as a local anomaly detector because each pixel of the image has its own covariance
(correlation) matrix, which is computed just considering a small set of neighborhood pixels of
the pixel under test.

The kernel RX algorithm developed in this work (KRX algorithm), uses the concept of a
sliding local window (kernel) for every pixel in the image. For each pixel x of the image,
the RX filter is computed using this local square window of size κ × κ centered at pixel x.
So, matrix Kκ (Rκ) and vector μκ are calculated for every pixel x based on its own local window.
Consequently, the KRX filter is defined by:

δRXκ ðxÞ ¼ ðx − μκÞTK−1
κ ðx − μκÞ; (3)

δRXκ ðxÞ ¼ xTR−1
κ x: (4)

The covariance (correlation) matrix is estimated from a small number of high dimensional
data samples, which could involve rank-deficient matrices (non invertible matrices). An almost
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rank-deficient matrix presents a high condition number and, therefore, inversion is numerically
difficult.19 To overcome numerical instabilities, the pseudo-inverse based on the QR method
allows us to compute the KRX filter.19,20

Our introspection is that this approach is more suitable for parallel implementation, but it
can also suffer from several problems, including the fact that pixel vectors located in small
windows are almost never statistically independent (thus introducing conditioning problems
in the calculated matrices), or the fact that outliers (i.e., the anomalies we are looking for) can
compromise the integrity of the local statistics. Since our results obtained in terms of anomaly
detection accuracy show that the variation caused using covariance or correlation is not relevant,
hereinafter we assume that the correlation matrix is used.

3 Comparative Validation of Methods

3.1 Hyperspectral Data Used in Experiments

In this work, two real hyperspectral images have been used as test data for a comparative analysis
of the RX and KRX in terms of the accuracy for anomaly detection.

One of the image scenes used for the experiments was collected by the AVIRIS instrument,
which was flown by NASA’s Jet Propulsion Laboratory over the World Trade Center (WTC)
area in New York City on September 16, 2001, just five days after the terrorist attacks that col-
lapsed the two main towers and other buildings in the WTC complex. The full data set selected
for experiments consists of 614 × 512 pixels, 224 spectral bands, and a total size of (approxi-
mately) 140 MB. The spatial resolution is 1.7 meters per pixel. The left side part of Fig. 2 shows
a false color composite of the data set selected for experiments using the 1682, 1107, and 655 nm
channels, displayed as red, green and blue, respectively. Vegetated areas appear green in the left
side part of Fig. 2, while burned areas appear dark gray. Smoke coming from the WTC area (in
the red rectangle) and going down to south Manhattan appears bright blue due to high spectral
reflectance in the 655 nm channel. Extensive reference information, collected by U.S. Geological
Survey (USGS), is available for the WTC scene. In this work, we use a U.S. Geological Survey
thermal map as a ground truth which shows the locations of the eight thermal hot spots (which
can be considered as anomalies) at the WTC area, displayed as bright red, orange and yellow
spots on the right side of Fig. 2. This figure is centered at the region where the towers collapsed,
and temperatures of the thermal hot spots ranges from 700 to 1300°F.

Figure 3 shows the other real test hyperspectral image, which was collected by the hyper-
spectral digital image collection experiment (HYDICE) described in Ref. 4. It is an image scene
with a size of 64 × 64 pixels with 15 panels and a ground-truth map indicating the location of
the panels (real targets). The size of the panels in the first, second, and third columns is
(in meters) 3 × 3, 2 × 2 and 1 × 1, respectively. This image was acquired by 210 spectral

Fig. 2 (a) False color composition of an AVIRIS hyperspectral image collected by NASA’s Jet
Propulsion Laboratory over lower Manhattan on Sept. 16, 2001. (b) Location of thermal hot spots
in the fires observed in World Trade Center area, available online: http://pubs.usgs.gov/of/2001/
ofr-01 to 0429/hotspot.key.tgif.gif.
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bands with a spectral coverage from 0.4 to 2.5 microns. Low signal/high noise bands, 1 to 3 and
202 to 210, and water vapor absorption bands, 101 to 112 and 137 to 153, were removed prior to
experiments, so a total of 169 bands were used. The spatial resolution is 1.56 meters and the
spectral resolution is 10 nanometers.

3.2 Analysis of Anomaly Detection Accuracy

The receiver operating characteristics (ROC) curves represent the probability of detection (PD)
versus the probability of false-alarm (PFA).

8,17 It is the standard validation metric for anomaly
detection methods. The evaluation of the accuracy of the RX and the KRX algorithms is based on
this metric. PD and PFA are defined as:

PD ¼ NHIT

NT
; PFA ¼ NMISS

NTOT

; (5)

where NHIT represents the number of target pixels detected given a certain threshold; NT denotes
the total number of real target pixels in the image, NMISS is the number of background pixels
classified as target incorrectly; and NTOT represents the total number of pixels in the image. PD

becomes one only when all the individual real target pixels within a target are detected.
In order to generate ROC curves, the coordinates of all the real target positions has been

obtained from the ground truth information of the hyperspectral images. Every pixel inside
real target regions is considered as a target candidate to be detected.

In ROC analysis, the area under the curve (AUC) provides a reasonable estimate of anomaly
detection accuracy. The larger the value of AUC the better the anomaly detection accuracy.
Figures 4 and 5 show the ROC curves for algorithms RX and KRX, for two different sizes
of the kernel (23 and 25), applied to test images in Figs. 2 and 3, respectively. As we can
see in Figs. 4 and 5, there are differences in the ROC curves obtained for HYDICE and
WTC datasets as the scale considered for the probability of false alarm is different in both
cases. There are some reasons that explain this behavior. The size of the scenes is different
with the AVIRIS scene being much larger than the HYDICE one. The distribution of the anoma-
lies is different (in the HYDICE image the anomalies are closer to each other), and this represents
an advantage for the local version. Finally the size of the anomalies, since the local version is
expected to better detect small anomalies that are close to large anomalies. For the WTC image,
the value PD ¼ 1 is achieved for very small values of PFA (0.0001), for both kernel sizes and
global RX. For the HYDICE image, the best accuracy results are obtained by KRX.

Results show that the KRX algorithm has the advantage of producing potentially less false
detections than RX and a better probability of detection. So, according to these validation results,
it can be concluded that the KRX algorithm improves the accuracy for anomaly detection when
an appropriate size of the kernel is selected.

Fig. 3 (a) False color composition of an hyperspectral image collected by HYDICE. (b) Location of
panels in the scene as a ground truth map.
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From a computational point of view, the KRX burden is extremely high, due to the computa-
tion of a large number of correlation matrices and their pseudo-inverses. For this reason, the use
of high performance computing techniques is essential for fast execution of the KRX algorithm.
The next section describes an efficient parallel implementation of the KRX algorithm on
multicore processors.

4 Tuning KRX on Multi-Core Architectures

The KRX algorithm has been improved at the sequential level and at the thread level parallelism.
The sequential version of theKRXalgorithmhas beenoptimized asmuch as possible and several

optimizations have been implemented. Our interest has been focused on tuning the most computa-
tionally expensive stages such as the computation of correlation matrix and its pseudo-inverse.

In this line, several optimizations have been developed. The computation associated with the
correlation matrix has been reduced taking advantage of the symmetric properties of this kind of
matrices. This allows us to compute only half of a matrix, and to reduce the computation of the
correlation matrix by nearly half. The runtime of the pseudo-inverse has been reduced using an
optimized algebraic library (Intel MKL 10.3). This library is able to appropriately exploit the
resources of every superescalar core. Our approach to compute the pseudoinverse (defined in
Sec. 2.2) is based on the routine dgels, which allows to solve a least square problem defined by

Fig. 4 ROC curves of WTC image using the RX algorithm and the KRX algorithm (κ ¼ 23
and κ ¼ 25).

Fig. 5 ROC curves of HYDICE image using the RX algorithm and the KRX algorithm (κ ¼ 23
and κ ¼ 25).
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AX ¼ B, where A and B are known matrices and X is an unknown matrix. If B ¼ I, matrix X
computed by dgels is the pseudoinverse based on the QR factorization, according to the MKL
library specifications.13 Appropriate data structures have been defined in order to obtain a regular
code, reducing the conditional branches in the program. This is achieved by adding an halo of
redundant pixels around the image with a reduction in the KRX runtime of 30%.

KRX algorithm consists in evaluating for every pixel of the image, with a computational
complexity which strongly depends on the number of bands, the size of the image, and the kernel
size: O½S · L · B2 · ðBþ κ2Þ�, where S ¼ samples, L ¼ lines, B ¼ bands. and κ ¼ kernel size. Its
parallel implementation is carried out distributing the set of pixels among the cores of the system as
described in Algorithm 1. KRX algorithm is composed of a set of independent procedures or tasks,
where each task computes the kernel associated with the pixel under test. For each core, a thread is
created to compute the lines 4, 5, and 6 of Algorithm 1 for the subset of pixels associated with it.
The original image pixels have been mapped onto the set of T threads following a cyclic distribu-
tion, as shown in Fig. 6. It is important to emphasize that other mapping approaches have been
tested and that the cyclic distribution has achieved the best results in terms of memory management
(i.e., number of cache misses) for the shared memory architecture used.

In our parallel KRX implementation, every line of the image is processed in parallel using
threads. Each thread will work on pixels that are separated T positions in the same line. In this
way, this thread mapping strategy exploits and takes advantage of the memory hierarchy of a
multicore. Moreover, this approach maintains the local features of a sequential version of the

Algorithm 1 KRX algorithm

1. load HI (Hyperspectral Image)

2. for i ¼ 0 → linesðLÞ do

3. for j ¼ 0 → samplesðSÞ (cyclically distributed among T threads) do

4. Compute Rκ matrix

5. Compute Rpinv
κ {pseudoinverse using dgels MKL routine}

6. Compute δRXκ ðxÞ

7. end for

8. end for

9. write δRX

Fig. 6 Mapping the workload of each sliding window (kernel) among threads.
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KRX algorithm; that is, as a new line in the image is obtained, KRX can compute the RX filter
without requiring the full image. This feature is interesting for real time systems but not provided
by the classic RX algorithm.

A parallel implementation of the KRX has been evaluated in terms of performance on a
multicore platform: a Dell PowerEdge R810, composed by 1 octo-core 1.87 GHz Intel
Xeon L7555 (8 cores), with 16 Gb of main memory. The experiments were carried out
using Linux Debian 2.6.26, the C compiler icc 12.0.4 and the parallel interface POSIX Threads
NTPL 2.7 [PThreads (https://computing.llnl.gov/tutorials/pthreads)].

Table 2 summarizes the experimental results of the parallel executions of KRX in terms of
the run-time (RTime) and speedup (SpUp). This table includes data for HYDICE and WTC,
considering one single line of each image and the full images. Two kernel sizes (15 × 15 and
23 × 23) have been tested. These results show that: (1) linear speedup is obtained and high
scalability is achieved for all tests; the run-time not only depends on the pixels per line, but
also on the number of spectral bands; the run-time related to the computation of the covariance/
correlation matrices strongly increases with the size of the kernel, as was predictable, however
the speedup does not depend on the kernel size.

5 Conclusions and Future Work

In this paper, we have developed a new parallel implementation of the kernel version of the
RX algorithm (KRX) for anomaly detection in hyperspectral imagery. The KRX algorithm,
which is shown to outperform the classic RX in terms of anomaly detection accuracy, has

Table 2 Runtime (RTime) (in sec) and speedup (SpUp) values obtained from the execution of
KRX for one single line and the full image of HYDICE (64 lines × 64 samples × 169 bands) and
WTC (614 lines × 512 samples × 224 bands). The number of threads (PThreads) T ¼ 1, 2, 4 and
8. The kernel size was 15 × 15 and 23 × 23.

One single line

Hydice WTC

κ ¼ 15 κ ¼ 23 κ ¼ 15 κ ¼ 23

T RTime SpUp RTime SpUp RTime SpUp RTime SpUp

1 1.01 1.52 20.02 20.92

2 0.53 1.9 0.80 1.9 10.43 1.9 11.01 1.9

4 0.26 3.9 0.38 3.9 5.03 3.9 5.24 3.9

8 0.13 7.6 0.20 7.6 2.52 7.6 2.75 7.6

Full image

Hydice WTC

κ ¼ 15 κ ¼ 23 κ ¼ 15 κ ¼ 23

T RTime SpUp RTime SpUp RTime SpUp RTime SpUp

1 64.20 77.66 12597.41 12647.51

2 33.79 1.9 40.87 1.9 6629.19 1.9 6656.10 1.9

4 16.46 3.9 19.46 3.9 3215.23 3.9 3242.95 3.9

8 8.45 7.5 10.35 7.6 1640.19 7.6 1664.30 7.6

Molero et al.: Anomaly detection based on a parallel kernel RX algorithm for multicore platforms

Journal of Applied Remote Sensing 061503-8 Vol. 6, 2012

Downloaded from SPIE Digital Library on 03 Jul 2012 to 95.18.147.174. Terms of Use:  http://spiedl.org/terms

https://computing.llnl.gov/tutorials/pthreads
https://computing.llnl.gov/tutorials/pthreads
https://computing.llnl.gov/tutorials/pthreads


been implemented in parallel using a cyclic mapping strategy on a multicore architecture. This
algorithm has shown to be able to exploit the memory hierarchy of a modern multi-core
architecture. Moreover, the allocation of the computational workload between threads has
been optimized. As a result of these optimizations, our implementation achieves almost optimum
performance on multi-core systems (experimental results show linear speedup). Despite the
run-time being strongly reduced when all the resources of the multicore system are used,
this approach is not already an alternative for being used in real time systems, since an AVIRIS
sensor can obtain a line of the image in less than 0.01 sec, which is less than the time used to
compute a single kernel (approximately 0.04 sec).

As future work, we have in mind to exploit other potential types of parallelism for the com-
putation of the correlation matrix. Other types of high performance computing platforms such as
graphic processing units (GPUs) may help to exploit even more deeply the inherent parallelism
of the KRX algorithm.
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