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Abstract—Hyperspectral unmixing is an important technique
for remotely sensed hyperspectral data exploitation. Linear spec-
tral unmixing is frequently used to characterize mixed pixels in
hyperspectral data. Over the last few years, many techniques have
been proposed for identifying pure spectral signatures (endmem-
bers) in hyperspectral images. The iterated constrained endmem-
bers (ICE) algorithm is an iterative method that uses the linear
model to extract endmembers and abundances simultaneously
from the data set. This approach does not necessarily require the
presence of pixels in the hyperspectral image as it can automati-
cally derive the signatures of endmembers even if these signatures
are not present in the data. As it is the case with other endmember
identification algorithms, ICE suffers from high computational
complexity. In this paper, a complete and scalable adaptation of
the ICE algorithm is implemented using the parallel nature of
commodity graphics processing units (GPUs). This gives signifi-
cant speed increase over the traditional ICE method and allows
for processing of larger data set with an increased number of
endmembers.

Index Terms—Graphics processing units (GPUs), hyperspec-
tral imaging, iterative constrained endmembers (ICEs), spectral
unmixing.

I. INTRODUCTION

A. Hyperspectral Unmixing

H YPERSPECTRAL unmixing is a very important tech-
nique for remotely sensed hyperspectral data exploitation

[1]. This is because the signal recorded by a hyperspectral sen-
sor at a given band and from a given pixel, letting alone the
effects of the atmosphere, is a mixture of the “light” scattered
by the constituent substances located in the respective pixel
coverage. With the ultimate goal of recovering the ability to dis-
criminate materials, a significant amount of research work has
been devoted to hyperspectral unmixing in recent years (see,
e.g., [1], [2], and references therein).
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The linear mixing model holds true when the mixing scale
is macroscopic and the incident light interacts with just one
material, as is the case in checkerboard type scenes [3]. Despite
its simplicity, the linear model is an acceptable approximation
for the light scattering in many real scenarios. In linear spec-
tral unmixing, each mixed pixel is characterized as a linear
combination of pure spectral signatures (called endmembers
[4]), weighted by their corresponding abundance fractions in
the pixel [5]. Despite the simple interpretation of the linear
model, researchers are beginning to move into the nonlinear
mixing field to cope with the limitations of the linear model
[6]. Unmixing via sparse regression is still another direction
recently introduced to circumvent a part of the limitations of
the linear model. This line of research formulates hyperspectral
unmixing as a semisupervised approach in which the endmem-
ber identification is replaced by a sparse regression over a
library of ideal spectral signatures, usually overcomplete, and
generally obtained in laboratory [7]. This approach avoids the
identification of the endmembers directly from the image scene,
which is generally a difficult step, as well as the estimation of
their number [8]. However, in the cases, in which a spectral
library is not available, techniques for endmember identification
from the image scene are required. Available algorithms can
broadly be classified either as pure pixel or nonpure pixel based.

In the pure pixel-based algorithms, the presence in the data
of at least one pure pixel per endmember is assumed, meaning
that there is at least one spectral vector on each vertex of the
data simplex. This class of algorithms has been the most often
used in linear spectral unmixing applications, perhaps because
of the light computational burden and clear conceptual mean-
ing. Most of the pure pixel-based algorithms exploit one of
the following properties of the endmember signatures. 1) The
extremes of the projection of the spectral vectors onto any sub-
space correspond to endmembers. 2) The volume defined by
any set of spectral vectors is maximum when those are end-
members. Representative algorithms of class 1 are pixel purity
index (PPI) [9], vertex component analysis (VCA) [10], simplex
growing algorithm (SGA) [11], successive volume maximiza-
tion (SVMAX) [12], and the recursive algorithm for separable
NMF (RSSNMF) [13]. Representative algorithms of class 2 are
N-FINDR [14], iterative error analysis (IEA), [15], sequential
maximum angle convex cone (SMACC), and alternating volume
maximization(AVMAX) [12], and among many others [1], [2].

For nonpure pixel-based algorithms, the endmembers are
generally inferred by fitting a minimum volume simplex to

1939-1404 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



2940 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 8, NO. 6, JUNE 2015

the data. This rather simple and yet powerful idea, intro-
duced by Craig in his seminal work [16], underlies several
geometrical-based unmixing algorithms. This is the case for
iterative-constrained endmembers (ICE) algorithm [17] and of
the minimum volume-constrained-nonnegative matrix factor-
ization (MVC-NMF) [18], whose main differences are related
with the way they define the volume regularizer term. For vari-
ations of these ideas recently introduced, see [1] and [2]. The
sparsity-promoting ICE (SPICE) [19] is an extension of the
ICE algorithm that incorporates sparsity-promoting priors aim-
ing at finding the number of endmembers. A main problem of
this kind of algorithms is their high computational complexity,
since the optimization problem that they address is nonconvex.
The simplex identification via variable splitting and augmented
Lagrangian (SISAL) [20] and the minimum volume enclosing
simplex (MVES) [21] address this complexity by introducing
efficient solvers. In this work, we develop an optimized ver-
sion of ICE, which exploits the computational power offered by
commodity graphics processing units (GPUs). In the following,
we provide an overview of recent developments in the exploita-
tion of GPU technology for spectral unmixing applications, as
well as a description of the organization of the remainder of the
paper and the notations adopted.

B. GPUs for Hyperspectral Image Processing

In recent years, GPUs have evolved into highly parallel,
multithreaded, many-core coprocessors with tremendous com-
putational power, and memory bandwidth [22]. The combined
features of general-purpose supercomputing, high parallelism,
high memory bandwidth, low cost, compact size, and straight-
forward programmability are now making GPU-based desktop
computers an appealing alternative to a massively parallel
systems made up of commodity CPUs. The exploding GPU
capability has increasingly attracted scientists and engineers
to use it as a cost-effective high-performance computing plat-
form, including scientists in hyperspectral imaging areas. With
the advent of tools such as compute device unified archi-
tecture (CUDA),1 intended for general-purpose programming
of NVidia cards, and OpenCL,2 which can be used to pro-
gram GPU cards from any vendor, the number of applications
implemented on GPUs has boosted over recent years.

Several efforts exploiting GPU technology can already be
found in the hyperspectral imaging literature [23], with many
popular algorithms adapted to the GPU (PPI [24] and N-FINDR
[25]). For instance, in the area of spectral unmixing, there have
already been many developments. A seminal effort was the
GPU-based implementation of the automated morphological
endmember extraction (AMEE) algorithm [26] for endmem-
ber identification, described in [27]. In that case, speedups of
the GPU implementation on the order of 15× compared to a
single core CPU version were reported. A full spectral unmix-
ing chain comprising the automatic estimation of the number of
endmembers, the identification of the endmember signatures,
and quantification of endmember fractional abundances has

1[Online]. Available: http://www.nvidia.com/object/cuda home new.html,
accessed on April 7, 2015.

2[Online]. Available: https://www.khronos.org/opencl, accessed on April 7,
2015.

been reported in [28] with speedups superior to 50×. Additional
efforts toward real-time implementations of spectral unmixing
chains have also been developed [29]. It should be noted that,
despite the increasing programmability of low-power GPUs
such as those available in smartphones, radiation-tolerance and
power consumption issues still prevent the full incorporation of
GPUs to spaceborne Earth observation missions [30].

C. Paper Organization

This paper is organized as follows. Section II explains the
ICE algorithm. In Section III, the OpenCL architecture is
explained and the details of the GPU implementation are pre-
sented. The performance is discussed in Section IV both in
terms of accuracy and processing time. Conclusions are drawn
in Section V.

D. Notation

Matrices are denoted by capital letters (A) where a matrix
with character in subscript (Aj) indicates a single column
of that matrix. 1p represents a p× 1 vector of ones. Lower
case letters can be a vector or a single number depending
on their description. In the pseudocode, MATLAB notation is
sometimes used with matrices, such as A[i,j]. The trace and
covariance of a matrix are, respectively, denoted as tr(A) and
ΣA. Finally, ‖A‖F is the Frobenius norm of the matrix A.

II. ITERATED-CONSTRAINED ENDMEMBERS

In this section, the ICE algorithm is explained. This endmem-
ber estimation method is an iterative cyclic descent algorithm
that converges to an optimal solution for the endmembers. ICE
is based on the convex geometry model, which assumes that
every pixel is a linear combination of endmembers. This can be
described by a mathematical formulation for each pixel Yi

Yi =

m∑
k=1

pikMk + ε, i = 1, . . . , n (1)

where n is the number of pixels, m is the number of endmem-
bers, Mk is the kth endmember, pik defines how much the
endmember contributes proportionally to the pixel (abundance),
and ε is the noise term with Gaussian distribution. The propor-
tions of the endmembers can never be negative and the total
sum of proportions has to add up to one. As a result, the mixing
proportions need to satisfy the constraints

pik ≥ 0, k = 1, . . . ,m,
m∑

k=1

pik = 1. (2)

This indicates that the data lie inside a simplex in b-dimensional
space and the endmembers form the vertices of the simplex. The
dimensionality of this simplex has to follow:

m ≤ b+ 1. (3)

All pixels that are inside this convex shape can be represented
as a linear sum of endmember proportions. The aim is then to
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find a simplex with vertices (endmembers) that minimizes the
error term in (1). This can be reformulated to minimizing the
residual sum of squares given by

RSS =

n∑
i=1

(
Yi −

m∑
k=1

pikMk

)T (
Yi −

m∑
k=1

pikMk

)

=
d∑

j=1

(yj −Aej)
T (yj −Aej) (4)

where A is a m× n matrix of proportions, yj is a vector of
n observations of the jth band and ej is the m-vector of end-
member values in the jth band. The minimizer of this is any
m-simplex that encompasses all data points.

The linear model described in (1) can be rewritten as

Y
b×n

= M
b×m

A
m×n

+ N
b×n

(5)

where Y represents the pixel spectra, M represents the end-
member matrix, A represents the abundances, and N is the
noise term. To get a reasonably accurate endmembers, the
enclosing simplex should minimize the volume that contains
all pixel observations. To constrain the size of the simplex,
an additional regularization term is added to (4) that measures
the total variance of the simplex vertices. High variance now
increases the cost function and the vertices are pulled toward
the mean. From an optimization point of view, this can be
formulated as

argmin
M,A

‖Y −MA‖2F + λV (M)

subject to: A ≥ 0, 1TmA = 1Tn (6)

where V is the simplex’s variance term that promotes mix-
ing matrices of minimal variance with λ controlling the term’s
relative weight.

One way to solve (6) is to use a cyclic minimization method
where the abundances and the endmembers are estimated in
repeated fashion, until convergence is reached.

Each iteration in the algorithm is based on two main steps.
In the first step, the abundance estimation step, the endmem-
ber proportions are estimated by minimizing the residual sum
of squares (RSSs) over (1). The second step is to estimate the
endmembers given the new abundances.

A. Estimate Abundances

Equation (6) is minimized for abundances. The variance term
can be skipped, since it does not depend on abundances

argmin
A
‖Y −MA‖2F

subject to: A ≥ 0, 1TmA = 1Tn . (7)

This equation can be reformulated as a quadratic programming
problem.

B. Estimate Endmembers

argmin
M

‖Y −MA‖2F + λV (M). (8)

Since there are no constraints, (8) has an explicit solution

M =

(
AAT + λ

(
I − 1m1Tm

m

))−1

AY T (9)

where I is the m×m identity matrix, 1 is a m-vector of ones,
λ = nµ

(m−1)(1−µ) , and μ is a regularization parameter. Further
details about how the variance term is implemented can be
found in [31].

An outline of the ICE method is given in Algorithm 1.

Algorithm 1. Iterated constrained endmembers (ICE)

1: Y ← Image matrix[b× n]
2: M ← Initial endmembers matrix[b×m]
3: A← Initial abundance matrix[m× n]
4: repeat
5: A← argminA‖Y −MA‖2F , A ≥ 0, 1Tp A = 1

6: M ←
(
AAT + λ

(
I − 11T

m

))−1

(AY T )

7: v ← tr(ΣM)
8: ri ← 1−µ

n ‖Y −MA‖2 + μv
9: until ri/ri−1 ≥ t

Lines 7 and 8 are part of a convergence test that is optional
and does not strictly need to be calculated at every iteration.
The ratio of successive RSS values including the variance term
is computed and the program terminates when the ratio exceeds
some predefined value t and the method is considered to have
converged to a solution.

III. GPU IMPLEMENTATION

In this section, the OpenCL framework is first discussed,
with particular emphasis on how it can be used to effectively
speed up the ICE algorithm on GPUs. Most importantly, a good
quadratic programming solution method needs to be found,
which is suitable to the parallel nature of the GPU. All the
required kernel programs are elaborated on and a complete
parallel implementation is given in pseudocode.

A. GPU Architecture

There are two main competing frameworks for developing
parallel algorithms on GPUs. OpenCL was initially developed
by Apple Inc., but is now maintained by the nonprofit tech-
nology consortium Khronos Group as an open standard. It is
designed to allow programs to be written in a relatively platform
agnostic way and to run on CPUs, GPUs, digital signal pro-
cessors (DSPs) [32], field programmable gate arrays (FPGAs)
[33], and other processors. CUDA, on the other hand, is a plat-
form that was developed by NVidia specifically for the line of
GPUs they produce and, therefore, allows for platform-specific
optimizations. There is an ongoing debate of CUDA versus
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Fig. 1. Schematic overview of a GPU architecture, which can be seen as a set
of MPs.

OpenCL. The portability of OpenCL can come at the price of
performance [34], although carefully constructed programs can
achieve similar performance as CUDA [35]. This paper values
portability above peak performance, and hence OpenCL was
chosen for this implementation, but it would be trivial to convert
the program to run on the CUDA platform.

GPUs can be abstracted in terms of a stream model, under
which all data sets are represented as streams (i.e., ordered data
sets). Fig. 1 shows the architecture of a GPU, which can be seen
as a set of multiprocessors (MPs). Each MP is characterized
by a single instruction multiple data (SIMD) architecture, i.e.,
in each clock cycle, each processor executes the same instruc-
tion, but operating on multiple data streams. Each processor
has access to a local shared memory and also to local cache
memories in the MP, while the MPs have access to the global
GPU (device) memory. Algorithms are constructed by chain-
ing so-called kernels, which operate on entire streams and are
executed by a MP, taking one or more streams as inputs and
producing one or more streams as outputs. Thereby, data-level
parallelism is exposed to hardware, and kernels can be concur-
rently applied without any sort of synchronization. The kernels
can perform a kind of batch processing arranged in the form of
a grid (workgroup in OpenCL jargon) of blocks (see Fig. 2),
where each block is composed by several threads, which share
data efficiently through the shared local memory and synchro-
nize their execution for coordinating accesses to memory. As a
result, there are different levels of memory in the GPU for the
thread, block, and grid concepts (see Fig. 3). There is also a
maximum number of threads that a block can contain, but the
number of threads that can be concurrently executed is much
larger (several blocks executed by the same kernel can be man-
aged concurrently, at the expense of reducing the cooperation

Fig. 2. Batch processing in the GPU: grids of blocks of threads, where each
block is composed by a group of threads.

Fig. 3. Different levels of memory in the GPU for the thread, block, and grid
concepts.

between threads, since the threads in different blocks of the
same grid cannot synchronize with the other threads).

B. Algorithm

By observing the program flow in Algorithm 1, it is possible
to identify mainly two potential bottlenecks in the ICE algo-
rithm. The most important one is the minimization problem
in line 5, which is a process that can require many iterations
to converge. There are also two large matrix multiplications
in line 6 that could benefit from parallelization. Assuming
no optimization, AAT requires nm2 multiplications and
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(n− 1)m2 additions totaling (2n− 1)m2 floating-point oper-
ations (FLOPS) and AY T requires nbm multiplications and
(n− 1)bm additions totaling (2n− 1)bm FLOPS. During mul-
tiple iterations of Algorithm 1, the FLOPS multiply, respec-
tively.

For the remainder of this paper, the local workgroup is
designed to be two-dimensional with the first dimension (y)
fixed to the number of endmembers (m) and second dimension
(x) that scales according to defined threads per block. The x
dimension is an integer multiple of y that is guaranteed to be
lower than a predefined threads per block variable. In other
words, dim = [m× w], where w = �threads per block/m�.
For example, if threads per block is 192 and we search for
19 endmembers, the dimensions of the local workgroup are
19× 10 for a total of 190 active threads. This lends itself well
to the problem at hand, since most of the calculations are done
on matrices with the first dimension equal to the number of end-
members, in practice, which means that local (or global) thread
(work-item in OpenCL jargon) identifiers give the position of
the element in the matrix.

C. Abundance Estimation

An efficient method to solve the quadratic programming
problem in line 5 is essential for achieving good overall per-
formance of the algorithm. Consider the minimization of the
quadratic problem in (7). If both abundance nonnegativity
(ANC) and abundance sum-to-one constraints (ASCs) are to be
satisfied, the problem of abundance estimation becomes com-
plicated. A simple solution is to introduce a soft constraint [36]
on the ASC and include it in the ANC formula. To do this,
Y and M matrices are augmented with a slack variable δ by
adding a row as follows:

argmin
A
‖Ỹ − M̃A‖2F

subject to: A ≥ 0
(10)

where Ỹ =

[
Y
1T δ

]
and M̃ =

[
M
1T δ

]
.

As a consequence of this, for each pixel spectra in Y , the
last row in Ỹ − M̃A becomes δ − (a1δ + · · ·+ amδ). The
minimization of (10) will, therefore, try to maintain the ASC
intrinsically with high value of δ enforcing ASC more force-
fully. With the aforementioned considerations in mind, the
optimization problem (10) can be formulated as a quadratic
programming problem as follows:

argmin
v

1

2
vTHv + fT v

m∑
k=1

vk = 1, vk ≥ 0 ∀k
(11)

where v is a single column vector in A, H = 2
(
M̃T M̃

)
, and

f is a single column vector in F = M̃T Ỹ . The matrix H is
symmetric and positive definite, since zTHz = zT M̃M̃T z =

(M̃T z)T (M̃T z) > 0, so its optimization is convex, but due to
the nonnegativity constraint an iterative solution is necessary.

The multiplicative margin maximization method [37] pro-
vides a suitable solution to nonnegative quadratic programming
problems and has been used in hyperspectral unmixing prob-
lems before [38]. The matrix H can be split into two nonnega-
tive matrices, H = H+ −H− where

H+
ij = max(Hij , 0) ∀i, j

H−
ij = max(−Hij , 0) ∀i, j. (12)

The iterative updates are then

ṽi = vi
−fi +

√
f2
i + 4(H+v)i(H−v)i
2(H+v)i

. (13)

These updates never violate the ANC constraint, since the ele-
ments of H+, H−, and v are always nonnegative. Therefore,
the factor multiplying vi can only be nonnegative. Using this
update, function will decrease the cost function in (11) mono-
tonically to the value of its global minimum. The ASC is not
respected by the iterative algorithm, but introduced using soft
constraints, as described in (10).

The matrix F = −2M̃T Ỹ only needs to be evaluated once
and then reused each iteration. Computationally, the multiplica-
tion of the matrices requires b2p multiplications and (b− 1)bp
additions and can benefit from parallelization.

Two separate kernels are developed to solve the quadratic
programming problem. The first kernel computes the value for
F = −2M̃T Ỹ and the second kernel uses that information to
solve (11). In the following, we describe these two kernels.

1) SolveQP Kernel: A very important property of the
iterative updates in (13) is that parallelization comes naturally,
since each new element in vector v can be updated indepen-
dently. This kernel is outlined in Algorithm 2. The loop starting
in line 11 needs to read Hg and read/write Ag repeatedly.
Therefore, to reduce memory fetches to global memory, it is
beneficial to move some of the required content to local (cache)
memory. In line 8, Al is defined as a [m× w] matrix that holds
the required part of the abundance matrix and in line 9, Hl is
defined a [m×m] matrix and holds a copy of the global Hg

matrix.
In line 19 of Algorithm 2, there is a test for convergence.

This test is optional and does not need to be run every itera-
tion. According to our experiments, running the test for every
50 iterations gives good results. This, however, requires that the
old value for the abundance be kept either in private or local
memory. In some of our benchmarks, this has been disabled to
get a consistent result between platforms.

The local memory footprint per workgroup is kept relatively
low for any number of endmembers, since the x-dimension of
the workgroup is scaled by m. This results in a local memory
consumption of m2 +mw reals, i.e. with 15 endmembers and
192 threads, the local memory usage is 152 + 15�192/15� =
405 reals per workgroup.

Algorithm 2. SolveQP Kernel

1: global Hg ← Initial H matrix [m×m]
2: global Fg ← Initial F matrix [m× n]
3: global Ag ← Initial A matrix [m× n]
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4: gy ← get_global_id(0), gx← get_global_id(1)
5: ly ← get_local_id(0), lx← get_local_id(1)
6: lh← get_local_size(0)
7: gi← gy ∗ lh + gx
8: local Al[ly, lx]← Ag[gi]
9: local Hl ← Hg

10: f ← Fg(gi)
11: repeat
12: v+ ← 0, v− ← 0
13: for i=0,lh do
14: v+ ← v+ +max(Hl[ly, i], 0) ∗Al[i, lx]
15: v− ← v− +max(−Hl[ly, i], 0) ∗Al[i, lx]
16: end for
17: Synchronize Threads

18: Ãl[ly, lx]← Al[ly, lx] ∗ max(−f,0)+v−

max(f,0)+v+

19: if
∑m

k=0

(
Al[k, lx]− Ãl[k, lx]

)2

≤ ε then
20: break
21: end if
22: until maximum iteration
23: Ag[gi]← Al[ly, lx]

2) CalculateF Kernel: This kernel simply multiplies the
transposed abundance matrix by the pixel matrix and is outlined
in Algorithm 3. In addition to multiplying these two matrices, it
takes the slack variable δ introduced in (10) as input to satisfy
the soft ASC. The kernel is not highly efficient, since it reads
from two global variables in a loop, but it is only called once
in each iteration of ICE, so there is not much need to optimize
it further, since the overall improvement of the processing time
will be minimal.

Algorithm 3. CalculateF kernel

1: global Yg ← Initial Y matrix [b× n]
2: global Mg ← Initial M matrix [b×m]
3: global ag ← Augmentation value δ
4: global Fg

5: v ← a2g
6: gy ← get_global_id(0), gx← get_global_id(1)
7: for i=0,b do
8: v ← v + Yg[gx ∗ b+ i] ∗Mh[gy ∗ b+ i]
9: end for

10: Fg[gx ∗m+ gy]← −2v

D. Endmember Identification

The endmember identification step of line 6 of Algorithm 1
has three important elements. First, there are the two matrix
multiplications: 1) AAT and 2) AY T , and then, the matrix
inverse operator. In the following, we describe the kernels that
perform these operations.

1) Calculate AAT Kernel: This kernel multiplies the abun-
dance matrix by its transpose and then, adds the lambda term.
Two inputs are required, the abundance matrix (Ag) and λ value
from (6) with the output stored in memory buffer Vg . Since,
the output matrix has dimensionality m×m, the global work-
group dimension for this kernel needs to be m× 
m/w� ∗ w.

The kernel is outlined in Algorithm 4, the δ in line 6 is the dirac
delta function.

Algorithm 4. Calculate AAT Kernel

1: global Ag ← Initial abundance matrix[m× n]
2: global λg

3: global Vg

4: gy ← get_global_id(0), gx← get_global_id(1)
5: if gx < m then
6: v ← λg (δ (gy − gx)− 1/m)
7: for p=0,n do
8: i← p ∗m
9: v ← v +Ag[i+ gy] +Ag[i+ gx]

10: end for
11: Vg[gx ∗m+ gy]← v
12: end if

2) Calculate AYT Kernel: This kernel multiplies the abun-
dance matrix (M ) by the pixel matrix (Y ) resulting in an m× b
output matrix (V ). The global workgroup dimension for this
kernel is m× 
b/w� ∗ w. The kernel is outlined in Algorithm 5.

Algorithm 5. Calculate AY T Kernel

1: global Ag ← Initial abundance matrix[m× n]
2: global Yg ← Initial pixel matrix [b× n]
3: global Vg

4: gy ← get_global_id(0), gx← get_global_id(1)
5: if gx < b then
6: v ← 0
7: for p=0, n do
8: v ← v +Ag[p ∗m+ gy] + Yg[p ∗ b+ gx]
9: end for

10: Vg[gx ∗m+ gy]← v
11: end if

3) Inverse Operator: The size of the matrix to be inverted
is only m×m; therefore, it is preferable to use the highly opti-
mized LAPACK library3 to invert the matrix on the CPU it
instead of doing it on the GPU. The transfer time for such a
small matrix is also negligible.

IV. EXPERIMENTAL RESULTS

In this section, the performance of the proposed method is
analyzed via two experiments. The first experiment uses a syn-
thetic data set where endmembers from spectral library are
used. In the second experiment, a real data set collected over
the Cuprite mining district in Nevada is used, and the extracted
endmembers are compared against some highly represented
elements using the United States Geological Survey (USGS)
spectral library. For comparative purposes, two other imple-
mentations in addition to the GPU one have been compared:
1) a single thread version of the algorithm in C++ and 2) a high
level implementation in MATLAB. The test hardware for the
parallel version is Nvidia Tesla M2090 GPU with 512 cuda

3[Online]. Available: http://www.netlib.org/lapack, accessed on April 7,
2015.
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cores, 6 GB of memory, and capable of floating point peak
performance of 1330 GFLOPS. The hardware used to run the
single thread applications is a Linux machine with 64 GB of
main memory and Intel Xeon CPU Model E5-2648L running at
1.80 GHz with a peak performance of 115.2 GFLOPS.

Both the parallel version and the single core versions were
compiled using GNU compiler (g++) with the O3 flag for
highest optimization level and SSE enabled, which allows
significant portion of the QP routine to be vectorized. The
vectorizer verbose output was used to verify that impor-
tant parts of the algorithms source code was vectorized.
Denormal floating point numbers are set to zero in code using
the macro _MM_SET_DENORMALS_ZERO_MODE(_MM_
DENORMALS_ZERO_ON); which does not have significant
impact on accuracy, but can slightly enhances performance.
All matrix and vector operation are performed using optimized
version of the BLAS library, and LAPACK is used to solve
a system of linear equations. To evaluate the accuracy of the
methods, the following metrics are defined.

1) Spectral angle distance (SAD) [2] measures the angle
between two vectors based on their dot product and is
not affected by signal scaling and sign. SAD is given in
degrees and a value of zero means two identical vectors

SAD = cos−1

(
mT m̂

‖m‖‖m̂‖
)

180

π
(14)

where m and m̂ are two column vectors.
2) The mean square error (MSE) is denoted as the Frobenius

norm of the difference of two endmember matrices

MSE = ‖M − M̂‖F . (15)

A. Synthetic Data Set

In this experiment, a synthetic data set is created consist-
ing of 221 bands and 10 000 pixels constructed using the
linear mixture model with nine endmembers. This gives us
a complete control over the data set and, therefore, allows
for accurate estimation of the endmember identification and
abundance estimation accuracy. The spectral signatures used to
generate the data are randomly selected from the USGS library.
The abundance matrix is randomly generated using a Dirichlet
distribution [10], so that the samples are uniformly distributed
over the simplex with the exception that no single sample can
have abundance fraction higher than 0.80 to guarantee that no
pure pixels exist in the simulated data. This can, e.g., describe a
low spatial resolution image where each pixel is heavily mixed.
Gaussian noise is then added, so that the signal-to-noise ratio
(SNR) is 50 dB. Table I shows the selected endmembers and
the single maximum abundance of the corresponding spectra in
the simulated abundance matrix.

Fast methods such as PPI or VCA that assume the presence of
pure pixels in the data can be used to extract sane values for the
initialization of the ICE algorithm. In this case, the VCA was
used to extract nine vertices that are used as a starting point. To
facilitate a comparison between the three different versions of
the program, the convergence test in the quadratic programming
solver (Algorithm 2, line 19) is skipped, and a 500 iteration

TABLE I
NINE ENDMEMBERS RANDOMLY SELECTED FROM THE USGS LIBRARY

TABLE II
PROCESSING TIME (IN SECONDS) FOR 5000 ITERATIONS

Fig. 4. Results from the ICE algorithm by iteration shows: (a) mean SAD score
and (b) mean MSE for the estimated endmembers when compared to their true
values.

limit is set on the loop. This is mainly done to simplify the
vectorization of loops in MATLAB to maximize speed.

To guarantee an accurate value for the mean iteration time,
Algorithm 1 is iterated 5000 times and Table II shows the pro-
cessing time. The slack variable for the ASC constraint is δ = 1,
and the quadratic solver is set to 500 iterations (except for entry
marked with asterisk in the table, where the convergence test is
allowed to terminate the loop prematurely) and μ = 10−5.

Fig. 4 shows how the mean SAD and MSE values converge as
the iterations increase. From the plots, it is clear that the quality
of the estimated endmembers increases fast after the first couple
of hundred iterations (and very slowly after 3000 iterations).

To assess the accuracy of the method, a set M of nine end-
members were estimated by iterating the ICE algorithm 3000
times. Then for each extracted endmember, a SAD score was
calculated against a set F that contains each of the nine true
endmember spectra that the data set was created from. The end-
member and spectra with the lowest SAD scores were said to
have the same spectral signature and removed from both M
and F sets. This is repeated until all endmembers in M have
been matched with a spectra from F . Fig. 5 shows the spectral
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Fig. 5. Estimated endmembers after 3000 iterations of the algorithm. The mean
SAD is 0.038910 and the mean MSE is 0.460266.

signatures from Table I with a matching extracted endmember
and Table III shows the MSE and SAD values for the corre-
sponding pairs. As a reference, mean SAD and MSE values
for initial values for the endmembers that were extracted using
VCA are 5.5079 and 1.1339, respectively. These results indicate
the accuracy obtained by the proposed method in the task of
endmember identification and abundance estimation in the con-
sidered scenario. The soft constraint encourages a sum-to-one
for the abundances, this is verified by summing the abundances
for each pixel, which gives a mean value of 1.0001 and variance
of 0.0018.

B. Cuprite Data Set

In our final experiment, the method is evaluated on a real
hyperspectral data set. The hyperspectral scene used is the

TABLE III
MSE AND SAD FOR ESTIMATED ENDMEMBERS

well-known airborne visible infra-red imaging spectrometer
(AVIRIS) Cuprite data set, available online in reflectance units.4

This scene has been widely used to validate the performance of
endmember extraction algorithms. The portion used in exper-
iments corresponds to a 350× 350-pixel subset of the sector
labeled as f970619t01p02_r02_sc03.a.rfl in the online data. The
scene comprises 224 spectral bands between 0.4 and 2.5 µm,
with nominal spectral resolution of 10 nm. Prior to the analy-
sis, bands 1–2, 105–115, 150–170, and 223–224 were removed
due to water absorption and low SNR in those bands, leaving a
total of 188 spectral bands. The Cuprite site is well understood
mineralogically, and has several exposed minerals of interest,
all included in the USGS library considered in experiments,
denoted splib065 and released in September 2007. In our exper-
iments, we use spectra obtained from this library to substantiate
the quality of the endmembers derived by MVSA and compare
them with those produced by other algorithms. For illustrative
purposes, Fig. 6 shows a mineral map produced in 1995 by
USGS, in which the Tricorder 3.3 software product was used to
map different minerals present in the Cuprite mining district.6

There are many ways to estimate the accuracy of the
extracted endmembers. For instance, in [39], five spectra
from the USGS library that are highly representative in the
Cuprite data set are compared against 19 extracted endmem-
bers. Specifically, the spectral signatures of the minerals are:
alunite (GDS84), buddingtonite (GDS85), calcite (WS272),
kaolinite (KGa-1), and muscovite (GDS107). Table IV shows
the selected spectra and the best SAD in degrees to any of the
endmembers extracted by running ICE for 100 iterations with
μ = 0.0001 and δ = 8929. The whole AVIRIS Cuprite scene,
comprising 1 22 500 pixels, has been processed, where each
pixel has a spectral dimension of 188 bands. When extract-
ing 19 endmembers, the total processing time is 24.94 s for
the OpenCL version with an average iteration time 0.2494 s.
In the following, we provide a more detailed evaluation of
performance.

4[Online]. Available: http://aviris.jpl.nasa.gov/html/aviris.freedata.html,
accessed on April 7, 2015.

5[Online]. Available: http://speclab.cr.usgs.gov/spectral.lib06, accessed on
April 7, 2015.

6[Online]. Available: http://speclab.cr.usgs.gov/cuprite95.tgif.2.2um_map.
gif, accessed on April 7, 2015.
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Fig. 6. USGS map showing the location of different minerals in the Cuprite
mining district in Nevada.

TABLE IV
BEST SAD BETWEEN SELECTED SPECTRA AND ESTIMATED

ENDMEMBERS IN THE AVIRIS CUPRITE SCENE

TABLE V
TIME TAKEN BY THE DIFFERENT KERNELS USED BY THE OPENCL

IMPLEMENTATION OF ICE

C. Evaluation of Performance

To evaluate the computational performance of our OpenCL
implementation of ICE, Table V shows a breakout of the time
taken by the different kernels used in the implementation. The
Cuprite scene is processed the same way as in the previous
section except to simplify comparison the QP solver is set to
500 iterations and the convergence test is skipped. This allows
us to identify which part of the method is the most time con-
suming. As shown by the table, the QP kernel takes up roughly
83% of the total processing time. This is directly proportional
to how many iterations of the QP solver are performed.

TABLE VI
TIME TAKEN BY THE DIFFERENT KERNELS USED BY THE OPENCL

IMPLEMENTATION OF ICE ALLOWING EARLY QP EXIT

TABLE VII
COMPARISON OF PERFORMANCE ACHIEVED BY DIFFERENT

IMPLEMENTATIONS OF THE ICE ALGORITHM

An obvious modification is to allow the convergence test on
the abundance matrix. This reduces the iterations required for
the QP solver considerably as shown in Table VI. However, in
MATLAB, this is not so simple to implement, since the loops
are vectorized for performance reasons.

Allowing the convergence test to exit the QP loop early will
give slightly different abundance matrices and in turn endmem-
bers. To evaluate the error, normalized mean square error of the
two resulting endmember matrices (M and M̂ ) is defined as

nMSE =
‖M − M̂‖F
‖M‖F . (16)

For the previous example, the mean value of the nMSE for the
19 endmembers is found to be 0.0034. This is ultimately a bal-
ance between accuracy and speed. In this case, the cost of mean
nMSE of 0.0034 for 6.2475 speed increase of the QP kernel.

Finally, Table VII provides a comparison between the GPU
times (measured for the different kernels) and for the single
core versions of the algorithm (in MATLAB and C++). The
table also includes details about the transfer times, which are
labeled as I/O (for input/output). The table also provides the
speedup achieved by the GPU implementation from the C++
and the MATLAB version. From this table, we can conclude
that the OpenCL implementation outperforms the other C++
and MATLAB versions by one order of magnitude. The QP
solver has the biggest impact on the overall performance and,
therefore, benefits the most from optimization. The other ker-
nels are rather basic, using global memory fetches that could be
improved, but still compare to and even outperform highly opti-
mized CPU libraries, such as BLAS for C++ and MATLAB.
But as previously stated, the cumulative effect on overall per-
formance is small, so the benefit of the optimization is smaller
than for the QP kernel. This is evident in line 2 of Table VII,
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where the convergence test of the QP kernel has been enabled
and the iteration time is considerably reduced even further.

V. CONCLUSION AND FUTURE RESEARCH

In this work, we have developed a GPU implementation of
the ICE algorithm for endmember identification in remotely
sensed hyperspectral data. This algorithm is an instance of the
family of algorithms that do not assume the presence of pure
pixels in the data, and has been successfully used in many sce-
narios. Our implementation utilizes the parallel nature of GPUs
to accelerate the algorithm, and has been developed in OpenCL,
which allows its portability to GPU cards developed by any
vendor. The evaluation of the parallel implementation has been
conducted using both synthetic and real data sets, obtaining
very promising results. When compared to a single core ver-
sion using MATLAB and C++, the GPU implementation is
shown to be orders of magnitude faster. The method is also eas-
ily scalable to increase the number of desired endmembers or
pixels to process in the original hyperspectral image. Although
the results obtained are very promising, it is felt that the per-
formance of the parallel algorithm can be further increased in
future developments by resorting to multi-GPU platforms. A
more detailed comparison of other parallel endmember iden-
tification algorithms implemented on GPUs with OpenCL is
desirable.
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