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Abstract Remotely sensed hyperspectral imaging offers the possibility to collect
hundreds of images, at different wavelength channels, for the same area on the sur-
face of the Earth. Hyperspectral images are characterized by their large volume and
dimensionality, which makes their processing and storage difficult. As a result, sev-
eral techniques have been developed in previous years to perform hyperspectral image
analysis on high-performance computing architectures. However, the application of
cloud computing techniques has not been as widespread. There are many potential
advantages in exploiting cloud computing architectures for distributed hyperspectral
image analysis. In this paper, we present a cloud implementation (developed using
Apache Spark) of the popular K-means algorithm for unsupervised hyperspectral
image clustering. The experimental results suggest that cloud architectures allow for
the efficient distributed processing of large hyperspectral image data sets.
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1 Introduction

Hyperspectral images comprise hundred of spectral bands collected at nearly contigu-
ous wavelengths, thus imposing significant requirements in terms of storage and data
processing [12]. These requirements have increased exponentially with the technolog-
ical advances in satellite and airbone remote sensing [6], leading to the development
of high-dimensional hyperspectral data repositories [13].

The increased availability of new hyperspectral missions is now generating an
almost continuous stream of multi/hyperspectral data [9], and this has introduced
important challenges for scalable and efficient hyperspectral data processing in dif-
ferent application domains [11]. For instance, the NASA Jet Propulsion Laboratory’s
AirboneVisible/Infrared Imaging Spectrometer (AVIRIS) [4] has a data collection rate
of 2.5 MB/s (nearly 9 GB/h). The space-borne Hyperion instrument [11] collects data
at a rate of almost 71.9 GB/h (over 1.6 TB/day). New satellite missions will be soon
in operation, such as the Environmental Mapping and Analysis Program (EnMAP),1

exhibiting similar data collection rates. Hyperspectral data repositories are becoming
increasingly massive and often distributed among several geographic locations, which
makes it difficult to meet the storage and computational requirements of large-scale
hyperspectral data processing applications without resorting to distributed computing
facilities.

In recent years, cloud computing platforms have been increasingly adopted for
remotely sensed data processing [15]. The cloud is now a standard for distributed com-
puting due to its advanced capabilities for internet-scale computing, service-oriented
computing, and high-performance computing. The use of cloud computing for the
analysis of large hyperspectral data repositories can be considered a natural solution
and an evolution of previously developed techniques for other kinds of computing
platforms [8]. However, there are few efforts in the recent literature oriented to the
exploitation of cloud computing infrastructure for hyperspectral imaging techniques
in general, and for unsupervised clustering algorithms in particular.

Clustering can be defined as a segmentation process in which pixels are assigned
into a group that represents a specific land-cover class [5]. The main advantage of
clustering is that there is no need for labeled samples which are difficult and expen-
sive to obtain in remote sensing scenarios [10]. In this regard, clustering offers an
alternative to supervised classifiers that has been widely used in various fields. How-
ever, clustering is also a very challenging task due to the large spectral variability
and complex spatial structures present in hyperspectral images. A widely used family
of clustering algorithms is represented by centroid-based clustering methods such as
K-means [5], which assumes that similar pixels form clusters in feature space. When
applied to hyperspectral images, these methods can provide satisfactory results but
are hampered by their large computational complexity.

In this paper, we explore for the first time in the literature the possibility of using a
distributed framework for clustering of massive hyperspectral images based on cloud
computing architectures. We use unsupervised clustering as a case study, focusing

1 http://www.enmap.org/.
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on the popular K-means algorithm to demonstrate the applicability of utilizing cloud
computing technologies to efficiently perform distributed parallel processing of hyper-
spectral data and accelerate computations.

The remainder of the paper is organized as follows. Section 2 presents the distrib-
uted framework design that will be used in our implementation. Section 3 presents
the original K-means algorithm. Section 4 describes distributed and multicore imple-
mentations of the K-means algorithm. Section 5 presents the experimental validation
of the considered implementations. Section 6 concludes the paper with some remarks
and hints at future research lines.

2 Distributed framework design

To develop a distributed framework for implementing the K-means algorithm on cloud
computing architectures, two main issues need to be addressed: (1) the distributed
programming model, and (2) the computing engine.

For distributed programming, we resort to the MapReduce model [15], taking full
advantage of the high-performance capabilities provided by cloud computing archi-
tectures. In this model, a task is processed by two distributed operations: map and
reduce. The datasets are organized as key/value pairs, and the map function processes
a key/value pair to generate a set of intermediate pairs, dividing a task into several
independent subtasks to be run in parallel. The reduce function is in charge of process-
ing all intermediate values associated with the same intermediate key, then collecting
all the subtask results to gather the result for the whole task.

Regarding the distributed computing engine, a first solution consideredwasApache
Hadoop2 due to its reliability and scalability, as well as its completely open source
nature. However, Apache Hadoop only supports simple one-pass computations and is
generally not appropriate for iterative algorithms such as K-means. Apache Spark3 is
a new computing engine for large-scale data processing on cloud computing architec-
tures, which implements a fault-tolerant abstraction for in-memory cluster computing,
and provides fast and general data processing on large distributed platforms. It not only
supports simple one-pass computations, but can also be extended to the case of multi-
pass, iterative algorithms.

With the aforementioned issues inmind, the design of our distributed parallel frame-
work for hyperspectral data clustering using Apache Spark is graphically sketched in
Fig. 1. As shown by Fig. 1, the considered cloud architecture has two main parts:

– The hardware zone It contains the physical machines that support our virtual
machines, which are created in the OpenStack4 platform, a cloud operating system
that controls large pools of compute, storage, and networking resources throughout
a datacenter, all managed through a dashboard that gives administrators control
while empowering their users to provision resources through a web interface.

2 http://hadoop.apache.org.
3 http://spark.apache.org/.
4 https://wiki.openstack.org/wiki/Main_Page.
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Fig. 1 Integrated Apache Spark
and OpenStack framework used
for the implementation of
K-means

Fig. 2 Description of the
Apache Spark architecture used
in our experiments

– The platform zone The Apache Spark framework in Fig. 1 is installed over a set
of Ubuntu Linux virtual machines, created by OpenStack. Our cluster has various
types of nodes. The K-means algorithm is designed using the MLib machine
learning library,5 and the implementation is embedded into a joint Apache Spark
and OpenStack framework (see Fig. 2). When we launch an instance of K-means,
the master node manages the resources of the cluster and the slaves (workers)
perform individual tasks on the data. The driver node divides the work into tasks,
and the master node coordinates the allocation of tasks so that all the task are
executed by the worker nodes, following the MapReduce model.

3 The K-means clustering algorithm

K-means is one of the most widely used unsupervised algorithms to group data in a
specified number of clusters. The procedure begins with a set of data or observations,
X = [x1, x2, . . . , xn], in R

d (so xi = [xi1, xi2, . . . , xid ], with i = 1, 2, . . . , n),
that needs to be grouped into a number of clusters (k <= n). Iteratively, K-means
calculates the centers of the k groups, optimizing the error of each group as follows:

5 https://spark.apache.org/docs/latest/mllib-guide.html.
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min
k∑

j=1

nk∑

i=1

‖ x j
i − C j , ‖2 (1)

where ‖ x j
i − C j ‖2 is the distance between a data point x j

i of the cluster j (nk is the
number of observations within each cluster) and the cluster center C j .

Besides its high computational cost (execution time can be exponential in the worst
case), the K-means algorithm strongly depends on the choice of the initial centers (it
can converge to a local minimum). So, a proper initialization will result in a final best
solution. To obtain a set of good initial cluster centers, several methods have been
proposed. One of them is the K-means++ method [1]. This algorithm obtains a set of
k initial centers which are generally very close to the final solution by the following
five steps:

1. An initial point is chosen from the set of samples X = [x1, x2, . . . , xn] by an
uniform random variable. This point c1, is the first center.

2. For each sample xi , the distance D(x) between xi and the center c1 is calculated.
3. Then, a new candidate to become center is randomly selected using the probability-

weighted distribution D(x)2∑k
i=0 D(xi )2

.

4. Steps 2 and 3 are repeated until k initial centers have been selected.
5. Once the k initial centers have been chosen, we apply the standard K-means algo-

rithm.

Despite the fact that it is a standard algorithm which provides a good solution,
K-means++ has two main problems: (1) it is not scalable, since its initialization needs
k passes over the whole dataset (which is not recommended for very large images),
and (2) the choice of the next set of centers depends on the current set of centers.

4 Multicore/distributed implementation of K-means

In this section, we describe two different implementations of the original K-means++
algorithm: a distributed implementation and a multicore implementation.

4.1 Distributed implementation on Apache Spark

Apache Spark implements a parallel version of the K-means++ method, called K-
means|| [2] that takes advantage of the MapReduce model of computation. K-means||
consists of a modification of the original K-means++ that manages noisy outliers and
also reduces the number of iterations. In fact, its operation is very similar to the original
K-means++. The difference is in the initialization method of the set of centroids. Like
K-means++, K-means|| starts by randomly choosing a point with uniform distribution
as the first centroid, C ← c1, and computes the initial cost of the clustering after this
selection: ψ = φx(C), where φx(C) = ∑

x∈X d2(x,C). It then samples each x ∈ X

with probability px = l·d2(x,C)
φx(C)

in logψ iterations, adding the sampled points to C .
The expected number of points chosen in each iteration is l, that is the oversampling
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factor. At the end of the algorithm, l logψ points are obtained, which are clustered in
k centers. This process is illustrated in Algorithm 1.

Algorithm 1 K-means|| algorithm
1: procedure K- means||(k, l) � k → number of clusters, l → Θ(K )

2: C ← uniform_rand(X )
3: ψ ← φX (C)

4: for O(logψ) do

5: C ′ ← x ∈ X with p(x) = l·D(x)2

φX (C)
� Probability-weighted distribution

6: C ← C
⋃

C ′
7: end for
8: For x ∈ C , set wx to be the number of points in X

closer to x than any other point in C
9: Recluster (C , k)
10: end procedure

To use the K-means|| method in Apache Spark, the user must specify the following
parameters: number of desired clusters, k; maximum number of iterations that the
algorithm can be executed,max I terations; and number of times to execute the algo-
rithm completely, runs.6 The parameter ini tiali zationMode indicates the type of
initialization. Also, a set of initial centers can be introduced using the ini tialModel
option. Finally, the number of steps to be executed during the K-means++ phase,
ini tiali zationSteps, and a pre-defined error threshold for convergence, ε, should
also be specified.

The operations performed by K-means|| in Apache Spark can be summarized as
follows. First, the data are distributed among the slave nodes. Then, the master node
prepares the algorithm environment, while the slave nodes run in parallel the for loop
in line 4 of Algorithm 1 over its data portion. In this loop, 2k points are sampled on
average for each run, with a probability proportional to their squared distance from
that run’s centers. When the loop is finished, more than k candidate centers have been
calculated for each run. Each candidate center is weighed by the number of points
in the dataset mapped to it. Finally, the algorithm runs a local K-means++ on the
weighted centers to pick just k of them.

4.2 Multicore implementation on Scikit-Learn

Scikit is a Python Library for machine learning. This library contains its own K-
means++ version, as an option of the k−means class into the sklearn.cluster package,
allowing the multicore execution of K-means method with the parameter n_ jobs.
Giving this parameter a positive value uses a number of processors equal to n_ jobs.
A value of −1 uses all available processors, while −2 uses one less, and so on. The
default value of this parameter is 1.

6 Since the K-means may not find the optimal overall solution, it is recommended to run it several times to
converge to a better final solution. So, if runs > 1, for each iteration the total number of sets with different
centroids that will be executed equals the number of runs.
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The parameters of the K-means++ algorithm in Scikit are very similar to those in
K-means||, since it is necessary to indicate the number of clusters, n_clusters; the
number of iterations of one complete execution of the algorithm, max_i ter ; and the
number of times the K-means process will run with different centers, n_ini t .7 Much
like the Apache Spark version, Scikit’s implementation has the option to initialize the
first set of centroids randomly, using K-means++ or through an array of data, called
ini t . Finally, it is necessary to indicate the relative increment (tol) in the results before
declaring convergence, and the number of jobs that will be used during the execution,
n_ jobs. Each one of the jobs will execute a number of n_ini t runs in parallel (the
number of total n_ini t runs will be distributed among the available jobs), thus there
will be no speedup if a single run of theK-means algorithm is executed in themulticore
implementation.

5 Experimental validation

5.1 Hyperspectral datasets

For the consistent experimental validation of the aforementioned implementations, we
used two hyperspectral scenes from the well-known Indian Pines dataset,8 acquired
by AVIRIS [4] in 1992 over an agricultural site composed of agricultural fields with
regular geometry and multiple crops:

1. The first scene has a size of 145 × 145 pixels, and it was collected over a mixed
forest and agricultural area. It has 220 spectral bands in the range from 400 to
2500 nm, with spectral resolution of 10 nm, moderate spatial resolution of 20 nm,
and 16 bits radiometric resolution. After an initial analysis, eight bands have been
removed due to noise, ending up with a total of 212 bands. About half of the pixels
in the image (10,366 of 21,025) have ground-truth information associated, which
comes in the form of a single label assignment having a total of 16 ground-truth
classes.

2. The second scene has amuch larger size of 2678× 614 pixels. It was collected over
the same area, but spanning a much larger extent. It contains 220 spectral bands
in the range from 400 to 2500 nm, with spectral resolution of 10 nm, moderate
spatial resolution of 20 nm and 16 bits of radiometric resolution. The percentage
of pixels with ground-truth information is about 20 % (334245 of 1644292) and
the total number of classes is 58.

5.2 Hardware and software configuration

To evaluate the performance of both implementations, the underlying hardware archi-
tecture is composed of Intel(R) Xeon(R) CPUs E5430 @ 2.66GHz (8 cores), 16 GB
RAM, Shared storage, NetApp FAS3140.

7 After iterating, the algorithm takes only the best solution reached.
8 Available online: https://engineering.purdue.edu/~biehl/MultiSpec/hyperspectral.html.
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The distributed environment in which we have tested our cloud implementation is
the one described in Sect. 2.Aswehavementioned before,we have used theOpenStack
over the hardware architecture as the cloud computing platform for experimental
evaluation. This software is a collection of Open Source technologies that provide a
scalable deployment of a cloud computing environment. Above this software we have
implemented virtual nodes that have two VCPUs with 4GB of RAM and 40 GB hard
disk each.

To establish a fair comparison between multicore and distributed version, we have
also virtualized the hardware for the multicore experiments exactly with the same
features as the ones used in Apache Spark. Therefore, the multicore algorithm has
been executed on Intel(R) Xeon(R) CPUs E5430 @ 2.66GHz (8 cores) with shared
storage NetApp FAS3140. It should be noted that this version needs 4GB of additional
RAM due to particular storage requirements of the implementation. That means that
we need 8GB of RAM in each CPU. On the software side, we used Java 1.8.0_92-b14,
Ubuntu 14.04 ×64 LTS as operating system, Python 2.7.10, the newest (Scikit-Learn
0.18.dev0) version and the active development branch 1.6.2 of Apache Spark in our
experiments.

5.3 Multicore and distributed algorithm configurations

Our first experiment is dedicated to evaluate the performance of the multicore
implementation of the K-means++ algorithm developed with the Python Library,
Scikit-learn. For each of the considered hyperspectral datasets, we run the K-means++
algorithm increasing the number of processing cores (2, 4, 6 and 8 cores), and repeat
each test five times. The number of clusters is set to 16 different groups for the small
Indian Pines image, and to 58 for the large Indian Pines image, with the tolerance
threshold set to 1e − 15. We consider ten different sets of centroids in the initializa-
tion process, and K-means++ iterates a maximum of 50 times over them. As already
mentioned in Sect. 4.2, Scikit implements a multicore K-means version. If we want
to execute the K-means++ variant, we must indicate it with the init={’k-means++’,
’random’ or an array} parameter. Moreover, this algorithm parallelizes using multi-
processing by default only when we introduce the parameter n_ job. With n_ job = 1,
no parallel computing code is used at all (only one job will be launched). However,
if n_ jobs is set below -1, (n_cpus + 1 + n_ jobs) CPUs are used. Our n_ini t = 10
different centroid initializations are distributed among the available number of cores).

Our second experiment is focused on evaluating the performance of the distributed
implementation K-means|| in Apache Spark. The execution of this implementation
has exactly the same configuration as the multicore version: we have launched the
K-means|| algorithm changing the number of computing nodes (1, 2, 3 and 4, with 2
virtual cores or VCPUs each). The number of clusters is set to 16 and 58, depending on
the considered dataset, and the tolerance threshold is set to 1e− 15. As in the previous
version, K-means|| iterates a maximum of 50 times over the set of centroids. Apache
Spark architecture needs a master node and several slave nodes (although there is no
need that the master and the slaves execute physically in the same machine). In our
experiments, we have one machine for each role. In all cases, we used one master node
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and: (1) 1 slave node with 1 virtual core (to calculate the speedup); (2) 1 slave node
with 2 virtual cores; (3) 2 slave nodes with 4 virtual cores in total; (4) 3 slave nodes
with 6 virtual cores in total, and (5) 4 slave nodes with 8 virtual cores in total.

5.4 Performance evaluation

5.4.1 Clustering accuracy assessment

In this section, our goal is to highlight that both implementations (multicore and
distributed) provide comparable clustering results with regards to the serial algorithm.
We analyze the clustering results using two standard metrics: purity [7] and entropy
[3].

– Purity is calculated as the ratio between the number of correctly classified samples
and the total samples, n, as follows: puri ty(ω,C) = 1

n

∑
k max j |wk ∩c j |, where

ω = w1, w2, . . . , wk is the set of clusters and C = c1, c2, . . . , c j is the set of
classes. Perfect clusterings have a puri ty of 1.

– Entropy gives a measure of disorder (or uncertainty) of the clustering. It is cal-
culated as follows: H(ω) = −∑n−1

k=0 p(wk) · log2(p(wk)), where p(wk) is the
probability of a pixel belonging to cluster ωk . Entropy is maximized (H(ω) = 1)
when all p(wk) have the same value, indicating that uncertainty is largest; and
minimized (H(ω) = 0) when p(wk) = 1 and

∑n−1
i=0,i 	=k p(wi ) = 0, when there is

absolute certainty.

Table 1 shows the puri ty and entropy scores for the clustering results obtained by
the multicore and the distributed implementations (note that for the experiments with
the large image in the multicore, some of the clustering results could not be computed
due to excessive memory requirements). The table reveals that both implementations
provide almost exactly the same results for all executions. In addition, we use confu-
sion matrices [14] to evaluate the agreement between the ground-truth classes and the
clusters identified in the process (see Figs. 3, 4). Finally, we also show the clustering
results obtained by the K-means++ and K-means|| algorithms for the small and large
Indian Pines images (Figs. 5, 6) for visual inspection. Both figures show the clusters
with the background of the image removed (i.e., those pixels that do not have asso-
ciated ground-truth) and also without removing the background. Although the color
assignment is different in the ground-truth and in the clustering results, the consistency
of the clusters (obtained in fully unsupervised fashion) can be visually appreciated.

5.4.2 Performance of the multicore implementation

This section analyzes the execution time and speedup that can be achieved by the
multicore implementation of K-means++. The results obtained by the Scikit imple-
mentation are summarized in Table 2, which shows the average and standard deviation
for the execution time across the different repetitions of each execution ofK-means++
over the two considered datasets. To calculate the speedup of the algorithm, we have
also executed it using one single core. Table 2 shows how the execution time is reduced
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Fig. 3 Confusion matrix obtained after applying the K-means++ (a) and the K-means|| (b) algorithms to
the small Indian Pines image a multicore execution, b distributed execution

Fig. 4 Confusion matrix obtained after applying the K-means++ (a) and the K-means|| (b) algorithms to
the large Indian Pines image a multicore execution, b distributed execution

Fig. 5 Example of the clustering results obtained by the distributed K-means implementation over the
small Indian Pines image. From left to right, we show the ground-truth information, the clustering result
(without background) and the clustering result (with background)
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Fig. 6 Example of the clustering results obtained by the distributed K-means implementation over the large
Indian Pines image. From top to bottom, we show the ground-truth information for the scene, the clustering
result (without background) and the clustering result (with background)

by increasing the number of computation cores, obtaining an speedup of almost 2.2×
when processing the small dataset with all eight Lavailable cores. It can also be seen
in Fig. 7 that we obtain an acceleration factor of about 2.15× when processing the
large datasets using four computation cores. The experimental configuration of the
hardware does not allow the execution of the K-means++ over the large dataset using
6 or 8 cores due to excessive memory requirements.

5.4.3 Performance of the distributed implementation

This section focuses on the evaluation of the execution time and speedup that can be
achieved by the distributed implementation of K-means||. The results obtained by the
Apache Spark implementation are summarized in Table 3. As in Table 2, we show the
average and standard deviation for the execution time across different repetitions of
each execution of K-means|| over the two considered datasets.

As in the previous experiment, to calculate the speedup of the distributed version
the algorithm has been executed with a single slave node, which has a single core. As
we increase the number of machines, we can see in Fig. 8 how the speedup grows,
reaching almost twice as fast with the small Indian Pines and almost six times faster
with the large Indian Pines scene, using 4 nodes (8 virtual cores). We can clearly see
how the algorithm scales better with large datasets. The K-means|| implementation
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Fig. 7 Graphical representation of the K-means multicore implementation speedup with the Indian Pines
images. For the large Indian Pines image, the execution using 6 or 8 cores was not possible due to excessive
memory requirements a speedup small Indian Pines, b speedup large Indian Pines

Table 3 Average execution time (in s) and speedup factor measured for each of the distributed execution
of K-means|| with Spark Apache using both images and increasing number of available computing nodes
(the number of total cores is also shown in brackets)

Hyperspectral dataset Small Indian Pines image Large Indian Pines image

Number of
nodes (cores)

AVG Exec.
time

Std Exec.
time

Speedup AVG Exec.
time

Std Exec.
time

Speedup

1 (1) 22.7896 0.2885 1.0 1239.7509 52.4981 1.0

1 (2) 13.9397 0.3071 1.6349 785.4585 36.9667 1.5784

2 (4) 12.9756 0.2476 1.7563 385.3718 9.0872 3.2170

3 (6) 12.9973 0.1441 1.7534 264.3419 6.7339 4.6900

4 (8) 13.0955 0.6274 1.7403 210.7660 10.3756 5.8821

uses both data-level and task-level parallelism, thus it is able of taking more advantage
of the available hardware capabilities. In addition, the memory requirements are much
more relaxed than in the multicore implementation.

6 Conclusions and future lines

In this paper, we have discussed the possibility of exploiting cloud computing archi-
tectures for hyperspectral image processing. As a case study, we have presented a
cloud computing implementation of the popular K-means, an unsupervised clustering
algorithm which is commonly used in the hyperspectral image analysis community.
Our experimental results show the effectiveness of the proposed distributed implemen-
tation, not only in terms of clustering accuracy (comparable to the serial and multicore
implementations of the algorithm) but also in terms of computational performance,
particularly in the case of large hyperspectral datasets, forwhichwe can fully exploit its
parallel scheme. In addition, the distributed implementation is able to greatly alleviate
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Fig. 8 Graphical representation of the K-means distributed implementation speedup for execution with
the Indian Pines images a speedup small Indian Pines, b speedup large Indian Pines

the significant memory requirements of the serial and multicore versions. As a result,
the distributed implementation of K-means is more amenable to be applied to large
hyperspectral data repositories, while the multicore implementation can achieve better
performance in the case of small datasets. As future work, we will implement other
distributed algorithms for hyperspectral data processing with the aim of improving
their performance.
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